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Preface

This is the first year of existence of the GrenoBleomechanics Group. This group was
initiated to put together a team effort in devehgpiadvanced experimental and modeling
tools to study geomaterials in order to bring aatled and in-depth understanding of their
behaviors.

The studies carried out by the members of the gdmupot only covers the microscopic scale
(grain scale, including clay) or the laboratory géanscale, but also the civil, mining and
petroleum engineering field. The present activitigseatly benefit from previous
internationally recognized developments made innGbé& in Geomechanics by former
members of the laboratoire 3SR.

We are now pursuing these thrilling research a@wiwith the same energy and enthusiasm.
Still investing in our own experimental, theoretiead numerical tools, several of them are
particularly innovative. For example, with an X-repynography equipment associated to the
Digital Image Correlation technique, it is now pgb$sto track at the grain scale, the response
of highly heterogeneous medium.

We are also enough active to develop different dempntary numerical tools based on, for
examples, the Lattice Boltzmann Method, Finite EdatmMethod, Finite Difference Method,

Material Point Method, Arbitrary Lagrangian—Euleriapproach, Finite Volume Method as
well as Discrete Element Method.

In this annual report of the Grenoble Geomecha@iasup of the laboratoire 3SR, you will
find the contribution of the Ph.D. students and sdPost-Docs, which gives an overview of
the dynamism of these young researchers.

We take this opportunity to thank all of our spassdoth public and private which have
made these research activities possible.

Frédéric-Victor Donzé for th&renoble Geomechanics Group
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Towards the measurement of fabric in
granular materials with x-ray tomography

M. Wiebicke®?® E. Ando™, G. Viggiani®© & I. Herle®
#Univ. Grenoble Alpes, 3SR, F-38000, Grenoble, Feanc

®Technische Universitat Dresden, Institute of Gemézal
Engineering, Germany

°CNRS, 3SR, F-38000, Grenoble, France

ABSTRACT

Recent developments in experimental geomechanicse ha
enabled the characterization of grain-scale measemes with
x-ray computed tomography (CT) and thus paved thg for
the micromechanical characterization of granulartemnias.
However, the images coming from x-ray CT are limhitgith
respect to their resolution if a representativecspen is to be
investigated [Ando et al, 2013]. When trying to rext the
fabric of such images the accuracy of the methsdsrucial.
This study investigates the accuracy of some stdndad
advanced approaches to determine different falmtities with
synthetic as well as real images.

INTRODUCTION

In engineering, soil behavior is treated by coniimuconstitutive models. These are usually
based on phenomenological approaches and themifex different drawbacks. In order to
overcome these phenomenological approaches andctease our understanding of soail
behavior, it is crucial to start from a micromecicahscale and relate the interactions of the
discrete particles that define a granular mediurth vihe macroscopic observations and
phenomena that can be and already have been nmdetandard soil testing. The continuum
based constitutive models can then be enhanced tigse relations.

Extracting the fabric as one of the characterisbicgranular materials has been the topic of
numerous studies since a long time. In [Brewer,4196e fabric is defined by the spatial
arrangement of the solid particles and the assatigbids. It can be composed of scalar
guantities, such as the local void ratio or therdo@mtion number, and orientational data [Oda
et al, 1980]. Possible orientational fabric ensittan be the principal particle orientation, the
contact normal orientation [Oda, 1972] or a measerd of void fabric [Oda et al, 1985; Li
& Li, 2009].

Historically, one way of extracting the fabric hasen to inject a polyester resin into a soll
specimen and to cut it into thin sections allowiogexample the determination of the particle
and the contact normal orientation [Oda, 1972].tilis approach is a post-mortem analysis
different but similar specimen are loaded to ddfdrstates and the fabric is then extracted. A
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non-destructive way to investigate the relatiomaein fabric and macroscopic behavior is to
use two-dimensional rods in special apparatus. ,Hghetos are taken in defined intervals
allowing the micromechanical behavior to be comgaocethe macroscopic one [Calvetti et al,
1997]. Furthermore, discrete methods are able rtailate the interactions between sets of
particles caused by a macroscopic loading [Fu &aled, 2010]. The determination of fabric
is fairly easy in the simulations as the positiansl geometric relations between the particles
are perfectly known. However, all of these appreacére limited either to the nature of post-
mortem analyses or the two-dimensional and reglape of the materials investigated.

This could be overcome with the application of y-tamography on granular materials,
which was mainly developed in the last two decdéiedl et al, 2010; Viggiani et al, 2013].
However, when trying to image specimen of a repriedgive amount of grains, the resolution
of individual grains and grain-to-grain contactslimited and thus poses problems when
trying to extract different fabric entities [Andd &, 2013]. Applying standard approaches to
determine for example the contact normal orientatieads to strongly biased results
[Viggiani et al, 2013; Jaquet et al, 2013]. Therefogquantifying the accuracy of different
standard and advanced approaches is crucial im todkeal with the complexity of granular
materials. This paper presents a study on the acgwf the determination of the principal
particle orientations, the detection of contactd #re orientation of contact normals using
either high resolution x-ray images or synthetiesn

PARTICLE ORIENTATIONS

One of the above mentioned fabric entities is thacppal particle orientation. It can be
defined as the eigenvectors of the moment of mdensor. The tensor is calculated on a
segmented binary image of an individual particleege orientation vectors can be subject to
non-physical changes of orientations [Ando et @ll2. It was guessed that the reason for
such snapping is either due to the shape of theclegror to the resolution, meaning that for
a grain with a low number of voxels defining itraation might cause a loss of a few voxels
at a certain side and thus change the principal[#&ido et al, 2011].

Particle Orientation
Mean error of the different eigenvectors
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Figure 1 Particle Orientation. Left: 3D rendering of the high resolution scan of the single
Hostun sand grain. The colored arrows represent thesigenvectors of the moment of inertia
tensor. Right: Relation between the accuracy of theigenvectors of the moment of inertia tensor
and the scale of the image. The colors in the plegépresent the eigenvectors in the 3D rendering
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To answer the question of whether the snappingiotipal particle orientations is caused by
the resolution of the image or the shape of thengeasingle Hostun sand grain was scanned
using a nano x-ray CT, see figure 1 (left). To asdbe accuracy of the determination of the
principal particle orientation, a high resolutioregscale image of the Hostun sand grain was
rotated via 4 different angles around a defined axid these different configurations were
scaled down to a minimum with a grain resolutiorresponding to a typical size measured in
an experiment in the x-ray CT. The orientationsedatned on the original high resolution
image were defined as the reference and rotatdteisame way as the images. The error was
then defined as the angle between the orientatbtise high resolution image and the scaled
down images.

The results of this study can be seen in figureidht). The mean error was calculated for
each scaling using the three eigenvectors andhadistigated rotations. As it was expected,
the mean error increases with a decreasing resoludf the image. The eigenvector
corresponding to the smallest eigenvalue (Eig3e bector) of the moment of inertia tensor
was found to be the most accurate one for thisgiiiis is caused by the shape of the grain,
as it has a clearly defined long axis which coroesjs to this vector. The mean error at a
reasonable scale, which is the lowest one invdstigere, amounts 1.8r a highly angular
grain and the investigated rotations. It can beeetgd that the accuracy of this approach for
rounded grains is lower as the principal axes atas clearly defined. Surprisingly, no
particle snapping was encountered.

In a further study more rotations around differaxes will be considered to get a statistically
value idea of the accuracy of this method.

CONTACT DETECTION

Another and probably the more common fabric ensitthe orientation of the contact normal
between two grains. Apart from the accuracy ofdbetact orientation, the detection of the
contacts is a crucial point itself.

Artificial spheres were chosen in order to investitgthe basic behavior of the current
techniques. The artificial spheres were createdgudfalisphera [Tengattini & Ando,
submitted] which takes into account the partialunoé effect and is able to blur the apart
from that perfect spheres. In figure 2 a slice tiglothe center of two exemplary spheres and
a 3D rendering of the two spheres are presentegl.spheres are put just in contact without
any overlap, but due to the partial volume effelcboth spheres in the contact region the
contact area is increased, which can clearly be sethe 3D rendering.

Two touching spheres
Slice through the image 3D surface

Figure 2:Image of two touching partial volume spheres creatkusing Kalisphera.
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Limitations of the common (state-of-the-art) approach

To investigate the contact detection two partidurte spheres will be created in a specific
distance with a random branch vector in betweemtiéhe image is binarized using a global
threshold (volumetrically correct threshold is 0abid it is checked whether the spheres are in
contact or not. If the distance is for example keland no contact is found, the image will
be blurred until a contact can be found. This asialywas conducted for 4000 pairs of spheres
connected with randomly orientated branch vectors.

2.5 2.5

E § P ,x'/
e} 15 ] 1.5 7
5 5 /-
2 1 § 1
T P T / —~ threshold=0.5—+—
O o5 -l Mean —— | O o5 / /°  threshold=0.7—— |
/ / Max e threshold=0.8—=—
0 L Min - 0 e _ threshold=0.9——
0 0.5 1 15 2 25 0 0.5 1 15 2 25
Distance between the spheres [vX] Distance between the spheres [vX]

Figure 3:Investigation on the accuracy of contact detectiorA point indicates when a contact is
found. The black line marks a system-inherent levebf blur [Tengattini & Ando, submitted].
Left: Evaluation of the analysis with 4000 randomlydistributed spheres. Global threshold = 0.5.
Right: Application of a local threshold on the conact area

The result of this approach varying the distance the blur as described above for different
orientations is plotted in figure 3 (left). The ptd in this graph indicate when a contact is
found. Let's take for example the blue continuane (Mean): for a distance of 1 voxel no
contact can be found for the clean image. The bas to be introduced and increased to a
value of 0.8 until a contact is found again. Havingloser look at the 3D rendering in figure
2, the reason of this over-detection becomes olsvibhe values of the voxels in the contact
region are influenced by the partial volume effeicboth spheres. Even if the spheres are not
touching, a voxel close to both spheres might getlae higher than the global threshold as
both spheres take part of the volume of the consttieoxel.

Tengattini & Ando (submitted) found that a reasdedijur in images taken with x-ray CT is
about 0.8 voxels. Thus, the mean error of the @brdatection at this system-inherent blur
lies in between 0.9 and 1.2 voxels, meaning astadce of up to 1 voxel the state-of-the-art
approach will still detect contacts although theme none. In this way, contacts are
systematically over-detected, implying a higher bemof contacts and making an impact on
the statistics of the orientation measurements.

Overcoming the limitations

As contacts should only be selected where they,exi®finement of the current approach has
to be done. After applying the procedure descrii@olve, solid voxels in between grains are
identified as contacts. These voxels will be takdéon account again and a local threshold,
which has to be higher than the global one, willapplied on them. Assuming such a local
threshold is known, the contacts, that were idmatibeforehand as contacts but which are
none, can be erased from the list of contacts. ifrtegge which will be worked on in the

following steps, to determine the contact orieotatfor example, will still be the one
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binarized using the global threshold. The localhmesholding is used only to clean the list of
detected contacts as globally too much informatvonld be lost using such a high threshold.
The results of this refined approach are plottetigare 3 (right) in the same way as before,
but only mean values are included. It can cleadypbinted out that the error of contact
detection decreases significantly introducing aalothreshold. Nevertheless, the local
threshold has to be chosen with care in ordersmtiidse contacts. As the images used in this
study were purely artificial ones, no recommendatfor experiments on real granular
materials in x-ray CT can be given so far. Applythg refined approach on images of real
granular materials will be subject of a furtherdstu

CONTACT ORIENTATION

To determine contact normal orientations usuallgtandard watershed approach is used
[Gonzalez & Woods, 2007]. Recently, the use of powtersheds to extract contact
orientations from images of granular materials weasstigated and compared to standard
watersheds [Jaquet et al, 2013]. Standard watesshedduce a strong bias on the resulting
orientations and it was found in this study tha tandom walker method does not introduce
such a bias. Furthermore, the application of lesetl methods on individual grains coming
from x-ray CT images was analysed with surprisingiyd results [VIahinic et al, 2013]. In
this study, the use and the accuracy of differeatevshed methods was investigated
statistically and the application of level sets sasglied.

Watershed methods

In order to assess the performance of the diffeapptoaches, they were applied on realistic
partial volume spheres, created using Kalispheendattini & Ando, submitted], as the
contact orientation for a pair of spheres is id=itio the branch vector, which is imposed. In
order to obtain statistically exploitable resulésnumber of 4000 pairs of spheres with a
randomly orientated branch vector were created.

A standard watershed method assigns a label dirézteach voxel, whereas the random
walker calculates a probability for each voxel @ldmging to the either one of two given
seeds. The image is then labeled depending orpthbability map. Using the probability of
the voxels in the contact region, the contact pwsst can be directly calculated as the 0.5
probability between two neighboring voxels [Jageieal, 2013]. The contact orientation can
then be determined by fitting a plane onto theserwoxel positions using principal
component analysis (PCA) and identifying its normal

In figure 4 (left) the results of such an investiga for spheres of different diameters are
plotted. The error is defined as the angle betwbenrandomly imposed branch vector and
the contact normal determined by the evaluatiothefwatershed results. The random walker
approach yields far better results in terms of esxxy The application of the segmentation
approaches on the blurred image gave a lower megan éndicating that the size of the
contact region influences the accuracy as it gneitls an increase of blur.
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Figure 4:Accuracy of watershed methods to determine the coatt orientation. Left: Relation of
mean error and the size of the spheres. Right: Rdian of mean error to the number of
intervoxel positions used for PCA for spheres of diameter of 16 voxels and the random walker
approach. gb ...Gaussian blur.

Furthermore, the geometrical properties seem te havimpact on the accuracy of the contact
orientation as the mean error decreases with aeasimg size of the spheres. The number of
intervoxel positions used in the PCA was chosethagproperty to investigate as the number
of data in PCA should have a strong impact on éselts. The comparison of the number of
intervoxel position and the error for spheres afi@nmeter = 16 voxels is plotted in figure 4
(right). As assumed, the number of intervoxel pos# influences the accuracy of the
measurement. The higher the number the lower isithgal error. In this case, 14 intervoxel
positions seem to mark a border after which thereaoscillates around and below 3°.
However, this analysis was done using synthetieigghand will have to be applied on real
images coming from x-ray CT.

Level set method

The level set method describes an individual paras a continuous distance function called
the level set. As it is a continuous function ihdae arbitrarily located on a computational
grid and thus does not suffer resolution effectse Tuse of this method to characterize
individual particles was shown in [Vlahinic et 2Q13].

5 'Random Walker-
] . Level Set 1
_ gb =0.0 -
: - e N
8 2 — ——»\ E—
2 "*'~—r—1t‘—————7777***‘
1
0

10 12 14 16 18 20
Diameter [voxel]

Figure 5:Contact orientation. Relation of the mean error 0f4000 pairs of spheres with their
diameter. Comparison of the performance of the leveset method and the random walker
approach.
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To study the accuracy of the level set method fetemnining the contact orientation, the
same analysis as before was carried out. The cungtaameters that control the level set
evolution were set tqi=0.05,A=3, a=-1.8,p=3 (as defined in equation 4.2 given in [Vlahinic
et al, 2012]); the time step and the number o&itens were set to 0.5 and 250, respectively.
Furthermore, the labeled image coming from the sand/alker segmentation served as input
for the level set method.

In figure 5the results of the study relating the mean errocaftact orientation with the
diameter are shown. The random walker yields adrighean error for either perfect or
blurred images. The level set method results imdrignean errors for blurred compared to
perfect images, but still yields a mean error thddwer than 2° in the region of interest.

In a further study of the sensitivity of the leselt method towards its input parameters it was
found that these values have a high impact. Theracg of the contact orientation of a single
pair of spheres was improved remarkably by primadapting the number of iterations and
varying the parametefsandu. Although figure 5 suggests that a blurred imaigédg lower
accuracy using the level set method, this couldoediound true in the sensitivity analysis, as
the accuracy depends highly on the calibrationtofparameters and the chosen number of
iterations.

However, as in this study the number of iteratioras prescribed without any measure of
convergence, further studies have to be conduatedrder to define a measure of
convergence and optimize the method.

CONCLUSION

In this study different approaches to extract #ia&it of a granular material were investigated
with respect to their accuracy. The principal mdetiorientation was determined using the
moment of inertia tensor and it was found to yiedthtively low errors for the investigated
scales and orientations. Surprising results wetaiméd in the investigation of the contact
detection: using the regular approaches contaetssgstematically over-detected due to a
combined partial volume effect, which would necebsdead to noise in the statistical
measurements when analyzing real specimens witls#imals of grains and contacts between
them. Applying a local threshold on contact aréas were identified with the usual approach
improves the accuracy substantially. A statisteoalysis was conducted on different methods
to determine the contact orientation of two toughspheres. The size of the contact area,
namely the number of intervoxel positions, appéarse a possible indicator of the accuracy
of a measurement. Level sets smooth the way teaserthe accuracy of such measurements,
but must be further improved.

We have chosen to start from synthetic spheresrentie geometry and thus the contact
orientations are well known. This enabled us tacigedy quantify the error of the different
approaches that were used to determine the camactation.The next step will be to carry
out a similar analysis on realistic images of matgrsuch as glass ballotini, for which the
ground truth of contact orientation is approximatkhown. The investigation of particle
orientation will be applied on a large number afdam orientations at the different scales in
order to obtain statistically exploitable results.

These advanced techniques and the knowledge ofabeiracy and their weaknesses allows
a reliable extraction of the fabric of real soitssisting of thousands of grains. The fabric can
then be statistically described in different kireddabric tensors [Kanatani, 1984]. Using the
tensorial description of fabric, the statistical comechanics can be related to the
macroscopic behavior, which finally leads to thes®bility of improving existing
phenomenological continuum models.
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Sand displacement field analysis during
pile installation using x-ray tomography
and digital image correlation

M. Silva & G. Combe
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ABSTRACT

This article presents the results of a 5.5 mm maquikd
installation on a silica sand sample under isotr@pinfinement
by using X-ray microtomography and three dimendi@ngital
Image Correlation on a model calibration chambehe T
incremental sand displacement field was calculal@ihg the
pile installation both locally around the pile tgnd for the
entire volume. Displacement vectors and normalizgain
contours are obtained for each incremental loadébep.
Evidence of sand flows near the pile tip gives ndeas about
the possible mechanisms controlling the lateratin of piles.

INTRODUCTION

The kinematics behind the installation of drivetepiin silica sand remains an area of great
uncertainties. Most of the shear capacity of aalripile takes place on a thin layer of sand in
contact with the pile’s surface. Several authorgehauggested that the time dependent
behaviour of this sand layer and possible sandiragcleffects generated during pile
installation would control the long term capacifydoiven piles in sand and probably explain
the phenomenon of lateral friction set-up, Astedale(1992), Chow et al. (1998), Axelsson
(2000). It is then essential to understand theacteon between the pile and the surrounding
soil.

Robinsky & Morrison (1964) using x-ray radiograghgiuring the installation of a model pile
concluded that a zone of loose sand will form adbtine pile during its installation. The sand
near the pile’s surface is dragged down with thke phovement under the constant
confinement of the surrounding soil resulting ie fiormation of an arc of sand around the
pile. Chong (1998) from density measures on laegm@tion chamber tests, Allersma (1988)
and Allersma et al. (2002) from photoelastic obagons on a plain strain model, and Van
Nes (2004), Ngan-Tillard et al. (2005) and Moritaaé (2007) using x-ray tomography on
small laboratory samples have confirmed the presefia layer of loose sand around the
shaft.
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White and Bolton (2002) and White and Bolton (2004)ng Particle Image Velocimetry
(PIV) on a plain strain model suggested that a zafn@gh density will develop around the
pile as the latter embeds deeper into the sand.mbsg results show irrecoverable volume
reduction beneath the pile tip resulting from petibreakage and soil compaction. As the
pile embeds into this highly overconsolidated samdone of high density will be created
around the shaft. White and Bolton suggested thi#t wontinuing pile installation the
cylindrical cavity of the stiff overconsolidatedrghwill collapse leading to a reduction in
radial stress and to a similar arching phenomeroritha one presented by Robinsky &
Morrison (1964). The number of shearing cyclesmyinstallation plays a crucial role when
comparing results from monotonic and pseudo-dynamstallation, White and Lehane
(2004). Yang et al. (2010) reported the presenca thin layer of compacted broken grains
with high particle interlocking around a cyclicalgcked model pile

Allersma (1988) observed high stress concentrdi@meath the pile when embedding in the
soil with rotation of principal stresses with thengipal stress perpendicular to the tip edge.
Recently Jardine et al. (2013) interpreted the sress field during the installation of model
pile into a pressurized calibration chamber. Thegults show similar stress distributions as
those suggested by White and Bolton (2004).

This paper presents the first results of an expartal programme devoted to the analysis of
the displacement field developed after the insti@ih of a model pile into a silica sand
sample in a model calibration chamber using mioradgraphy (x-ray micro CT) and three
dimensional (3D) digital image correlation (DIC).

EXPERIMENTAL ARRANGEMENTS

The tests were conducted in the micro CT tomogrmaipthe laboratory 3SR in Grenoble,
France. An un-instrumented 5 mm diametBj ¢one ended aluminum model pile was
installed by monotonic loading on a dry silica saaanple under an isotropic confinement
pressure.

The sample consists of a 70 mm diamelB; (00 mm height of Fontainebleau NE34 silica
sand. Bolton et al. (1999) concluded from centeftigsts on model piles with this sand, that
the minimum distance between the pile and any batwhdary D/B) should be at least 10,
and that the ratio between pile diameter and thannparticle sizeB/dsg) should be at least
20. In our case the ratl@/B andB/dspare 14 and 23 respectively. Sample size and meam gr
size are restricted by the scanning conditionsnduxiray micro CT. Possible scale effects are
expected in the results.

Table 1: Index properties of Fontainebleau NE34lsan
€min €max dio (MM)  dso (MM)  dg (Mm)
0.51 0.9C 0.1f 0.21 0.2:

Samples were prepared by four consecutive layei@5amm height and a density of 1.60
gr/cnT, corresponding to a relative density of approX7@ constant isotropic confinement
pressure of 100 kPa was applied during pile iregiath and scanning.

For practical reasons, the pile was installed ftbenbottom of the cell monotonically 50 mm

into the sand mass at a rate of 0.1 mm/s whenestatdmogram was obtained. The pile head
load was kept constant during the different tests.
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Several tomograms were then obtained after increhpite displacements ranging from 0.5
to 2.0 mm, in order to perform further digital ineagorrelation analyses to evaluate the
incremental displacement field between consecubiading steps.

The general arrangements for the tests are presenfigure 1.

X-RAY MICRO CT AND 3D-DIC

The pile penetration was done progressively, stappenetration at defined intervals for 3D
scanning. Scans were settled to a tension of 208k¥ a current of 150 pA. 1024
radiographies were made of the sand samples foret@nstruction of the entire volume.
Using micro CT, a 3D digital image of the x-rayeatiation in the soil sample and the pile
was obtained. Two different distances from the w-saurce were considered in order to
perform a global and local tomography, which allemusing on precise zones inside the
sample. A resolution of approx. 23 and 43 um/pixele obtained for global and local
tomography respectively.

x-ray source sand sample

Figure 1:Test arrangements during x-ray.micro tomography
An example of the reconstructed volume during allt@mography is presented in figure 2.
The spatial deformation between two consecutivayxtomograms was mapped and analyzed
by applying 3D-DIC, which compares the texture bamcter between a predefined volume
sample. For the results here presented a 14 @iddscube was considered.
The full strain tensor field in the form of volumietstrain and maximum shear (distortional)
strains was derived using the 3D-DIC code TomoWadall, 2006; Hall et al., 2010). This
code calculates the strains from the derived digpteents under continuum assumptions.

Similar techniques were recently used by Paniagual.e(2013) for the analyses of a
penetrating CPT in silts.
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Figure 2:Vertical slice acrosé the sand sample rig locabmography.

RESULTS

Typical results from an incremental pile displacetmare presented in figures 3 and 4.
Displacement contours are plotted in the vertical horizontal axis at normalized distances
from the pile axish/r, whereh is the distance from the pile axis, antthe pile radius.

The results show two distinct areas of particle emgnts. The first zone, which concentrates
most of the movements, is observed beneath thetipil@he sand particles follow the pile
movement in the vertical direction and spread fworially perpendicularly to the cone ended
tip angle, at approx. 60°. Most of the particlepthsements are concentrated in a region up to
a distance of approx. 1 pile diameter beneathiphe t

A second characteristic area with lower displacerteates behind the tip pile. In this region

a thin layer of sand follows the movement of thie jm the vertical direction, whereas the

surrounding soil is shows evidence of particlenedation. Figure 6 shows two dimensional

representations of displacement vectors in this.afée displacement field was calculated
every 4 pixels. These observations are similarhtuzs¢ obtained by Pater & Nieuwenhuis

(1986) using photographic techniques. As the pitesement progresses, sand particles are
moved upward in the opposite direction of the plevement, and against the pile by the

surrounding soil. This patrticle recirculation seetossistent with the radial stress reduction
in the soils stresses measured by Jardine etCdl3}2

As presented in Figure 6, the magnitude of thela@tgment in the area where recirculation

takes place is significantly lower than beneathpite tip. Analyses continue to evaluate the
effects of confining pressure, imposed pile disphaent and mean patrticle size.
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Figure 6: Two dimensional displacement

Figqrel 5: Incremental displaceme_?t aﬂong vectors around the pile tip after a 2 mm pile
vertical axis after a 2 mm pile hea head displacement. Vectors are amplified
displacement (values in pixel, 1 pixel = 23 by a factor 10
Hm) '

The analysis of strain patterns during a loadirg stan be characterized by figures 7 and 8.
The main strains develop mostly around and benteghpile tip. A zone of high vertical
contraction and horizontal extension develops kibngee pile tip as the pile is continuously
pushed into the sand. Behind this zone and alnmergtepdicular to the cone tip edge, a zone
of vertical extension and horizontal compressioti #evelop. These results confirm White
and Bolton (2004) findings from PIV tests on platrain models.
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The interaction between these two zones would éxple recirculation of sand particles
presented in figure 6. As the pile is installedoithe sand mass, highly compacted sand
particles from beneath the pile tip are pushedathdupwards with the tip movement, and
compressed against the pile surface by the suriogsoil.

Figures 9 and 10 show a comparison between ther stiean developed between two
different steps of 0.5 and 2 mm. Shear strain cainge locally around the tip and as the
displacement steps increase, the area of influeacemes more important and expands to the

pile’s shaft.
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Figure 7:Incremental horizontal strain after
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Figure 9:Incremental shear strain after a 0,5
mm pile head displacement. Local
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mm pile head displacement. Local
tomography



CONCLUSIONS

The combined use of x-ray micro CT with 3D-DIC &l understanding the kinematics
behind the installation of a geotechnical probeaosilica sand sample. Different zones of
influence for the vertical and horizontal straingrev identified. The results suggest the
presence of a zone behind the pile tip where neleition of sand particles takes place.
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ABSTRACT

The mechanisms involved in grain crushing/partisteakage is a
common research topic in several fields includingorgechanics,
geoscience and particle technology. This topic fs irterest to
disciplines including material processing, mineraégsxd mining
engineering, geology, geophysics and geomechasiicse changes in
the microstructure can lead to significant chanigethe macroscopic
bulk behaviour of a material. The main goal of tihesearch is to
develop a new understanding of the particle breakagchanisms in a
particulate system under specific loading reginTdss is achieved by
studying the microscopic changes that an assenilgyains undergoes,
while being loaded/deformed. The possibility todstand visualise the
3D volume of a specimen during loading is givenXsyay computed
tomography (hereinafter XCT). Two types of granutaaterials have
been studied; a very rounded natural calcitic s@aicos ooids) and
industrially manufactured almost spherical zeolfee materials have
been subjected to triaxial (only Caicos ooids) &mwl loading (both
materials); in both cases the apparatus are spaltyfidesigned to enable
the imaging through XCT. The specimens have beedéed in
increments with a constant strain rate, betweerchyhihe tests were
paused without unloading, in order to acquire ao$eadiographs of the
whole specimen. These are later on reconstructed 3D grey scale
images in order to study the evolution of the mstmacture and
especially grain breakage at different loading etag

The XCT images enabled the authors to clearly elsdroken
grains (fragments) unless their size was small@n the resolution. The
comparison between the oedometric loading and ribgidl shows a
clear difference at the distribution of the damalgethe first case a
diffused pattern of breakage can be observed, atidig that the
breakage is attributed to boundary conditions drigiell of the
oedometer) and transmission of forces betweencpestiwhereas in the
second case a very clear strain localisation has lmbserved and
breakage has been induced due to the deviatoritinipaand observed
mostly in the shear band. Both materials have lbested to the same
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maximum axial stress at the oedometer, howeveriteeatsults to
significantly more breakage than Caicos ooids.

INTRODUCTION

The mechanisms involved in grain crushing/partibleeakage is of interest to many
disciplines including material processing, mineraled mining engineering, geology,
geophysics, geomechanics, geoscience and pamictmalogy [e.g., 1-3] and therefore has
been a common research topic among them. Partiebk&dge in geomechanics is important
because it can produce changes in the microsteucfua material, that will greatly affect the
macroscopic behaviour of the bulk system (e.gength, permeability); either that is a
specimen in a laboratory or a whole soil formatiomature or in industry. It is understood
that breakage can occur under high stresses, hovwegakage has been observed even at
relatively low stresses [4] and in both caseschis lead to important variations in the particle
size distribution and/or it can cause discontiegitian undeniable reason as to why it has been
extensively studied experimentally, theoreticalhg aumerically [5].

The possibility to study and visualise a 3D voluofi@a specimen during loading is given
by techniques such as X-ray computed tomographyeifresfter XCT) [e.g., 6-10]. The
analysis of the images will be based on full-fisldasurements [11] that will enable the study
and give a deeper insight to phenomena such as grashing, grindability, milling and
attrition of granular materials.

For the present study two types of granular mdtehave been studied; a very rounded
natural calcitic sand (Caicos ooids) and indudjriaanufactured almost spherical zeolite. An
oedometric (for both materials) and a triaxial (€@eaicos ooids) test were carried out, during
which XCT was performed in order to gain the masbimation about breakage in 3D.

EXPERIMENTAL CAMPAIGN

Material Description

The first sand used for this study is Caicos oeitth a D50 of 35m; a material with very
rounded particles that grow from fragments of caraDoids are spherical or ellipsoid
concretions of calcium carbonate and aragonitetals/ghere more than 95% aragonite)
arranged around a nucleus. The ooids are formimganne environments (rich in carbonate
calcium), by gaining successive layers (smoothfoam carbonate coatings) around a
nucleus; a process followed by a resting perioddeethe addition of each new layer [12].
Depending on the successive growth and restingg®rivariation in the thickness of the
coatings and the appearance of the nuclei can pected, altering the internal porosity of
each grain and potentially its strength and stgfeA sample was collected from Ambergris
Shoal in the Caicos platform (Turks and Caicosnid$d, in the British West Indies and it has
been kindly provided to Laboratoire 3SR in Grenpliteance, by Hubert King of Exxon
Mobil.

Zeolites are naturally occurring or synthetic alsihoates, which exhibiting a well
defined, intricate and uniform pore network [13]hel are widely used in industrial
applications as adsorbents and catalysts, but adsmn-exchange beds in domestic and
commercial water purification; and other applicaioThe ones used in this study have been
manufactured into approximately spherical partidé4 to 2mm in diameter and the sample
was kindly provided to the University of Edinburigh CWK, Germany.
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X-ray Computed Tomography

As far as XCT is concerned, each tomographic ssanseries of acquisitions of radiographs,
which are 2D images (projections) of X-ray atterarabf an object. These are made with an
X-ray source and are recorded by a detector omager, while an object stands between
them and rotates in order to acquire radiographdifégrent orientations. The times the
specimen is rotated will define the number of astjoins, that will be later on reconstructed
into a 32-bit grey scale stack of images (3D volun@n the following figure (Figure 1) a
radiograph, a reconstructed vertical slice and ae&idnstructed volume, are illustrated.

Figure 1: Left: Radiograph, Middle: Vertical slice, Rightb3/olume

Triaxial & Oedometric tests

Two types of tests were performed; a triaxial coespion and an oedometric compression
test. In order to acquire the radiographs, theispat needs not to be straining and therefore
the loading was paused for the duration of the eregfuisition (stress relaxation that can be
observed in Figure 2). These increments will berrefl to as loading stages. The loading at
all tests was ascending with a strain rate gin@min and 5@m/min at the triaxial and
oedometrer respectively. Another condition is thhaé loading apparatus have to be
transparent to X-rays and the specimen has to t@wain dimensions in order for the beam
to penetrate. Based on the aforementioned it isoabvthat standard apparatus could not be
used and so apparatus specially designed for XQ€ wsed. Tables 1 and 2 provide some
basic details of the performed experiments. Infthlewing the tests followed by a number
after “ZK” are triaxial tests, where as if “ODibllows, it denotes an oedometer test. Due to
the grain size of the zeolite being rather largmpgared to the size of the triaxial specimen, no
triaxial compression was performed on this material

Table 1: Information about tests on Caicos ooids with XCT

Test Resolution  Height [mm] Diameter Number o]
Reference [um] [mm] scans
COZK03 15.5662 23.48 9.36 7

COZK04 15.5662 24.46 10.28 7

COZKO05 8.8245 22 10 2
COZKODO03 12.2486 16.72 15 7

Table 2: Information about tests on Zeolite with XCT
Test Resolution Height [nm] Diameter Number 0
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Reference im] [mm] scans

ZSZKODO03 24.8869 15 45 5
ZSZKOD04 24.8869 15 45 3
ZSZKODO05 24.8869 15 45 7
ZSZKODO06 10.0036 15 15 11
ZSZKODO07 10.0036 15 15 6

RESULTS AND ANALYSIS

Caicos Ooids - Oedometer Test Caicos QOoids - Triaxial Test at 7 MPa
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Figure 2: Macroscopic response of all tests and all material

From the macroscopic response (Figure 2) of thecismms it is clear that both
experimental procedures for both materials ardyfagproducible. However the response of
the triaxial tests largely depends on the graia aizd the initial density of the specimens. The
peak stress indicates that COZKO02 is the denserimpa, COZK03 and COZK04 have
similar densities and COZKO05 is the most loose ispexc. COZKO02 was rather polydisperse
compared to the other uniform specimens; therdfoediner particles would fill up the pore
space, resulting to a much denser specimen. COZi@4the smallest grain size and the
lowest resolution, whereas COZKO03 and COZKO05 hdwe d¢ame grain size distribution.
Their difference in density is attributed to theearation method; although the same method
was used to prepare the specimens, a slight dideren density would be expected due to
human involvement in the process.

Comparing the response of Caicos ooids in triagiad oedometric loading, it can be
observed by the reconstructed images that les&dgeaoccurred, however, as it can be seen
from the first plot in Figure 2, was not strainetegh (ea_max= 14.02%) due to limitations of the
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loading system to the applied force. In the trigxiais strain corresponds to post peak yield phase

which is however close to peak and again not muebKkage has been observed. However due to the
shearing it is expected to have more breakage ars/imaa more localised manner. On the other hand
comparing the two oedometric tests, zeolite be@ss Istrong and much more brittle than Caicos, the
authors managed to strain it more (ZSZKODQ@§ max= 21.42%) and produce massive breakage. In

Figures 3 and 4 incremental vertical slices off@@sentative experiments are presented.

Figure 4: Vertical slices of ZSKODOQ7 for loading stages 606

DISCUSSION

In Figure 5 a representative example of the distitim of damage in the specimens as seen in
a vertical section (left) and a horizontal sect{oght) during triaxial loading is presented.

The black dashed lines show the position of thesssection. It is rather clear that during the
triaxial more localised damage occurred, which ®mrnshear band and also while we move
away from the shear band the damage becomes lédesm) creating different damage zones
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of breakage and/or reorientation and/or simple @mtipn [14]. On the contrary such
distinctively well defined patters can not be foundthe oedometer, where the damage is
randomly distributed in the specimen. In both cakewever, there seems to be more
breakage on the lower part of the specimens, wiherdoading is applied than in the upper
part. This gives a clear impression of the efféthe moving boundary. Nevertheless, the rest
of the boundaries seem not to have an importaecefin the breakage, since hardly any
broken grains have been identified close to theigid(roedometric cell and neoprene
membrane in triaxial test). However, this does seem to be the case for the small
oedometeric test in zeolite, probably due to thalsmumber of particles in the specimen; it
seems that the fewer the particles are, the maregda is observed in the boundaries.

Figure 5: Breakage distribution

To conclude, by simply observing the images anthaut performing any measurements
it can be concluded that COZK04 produced less comtad volume than COZK03 and
COZKO05. However, it should be taken into accouat tlhile the specimens are strained and
more grain breakage occurs, there is a threshdldetsize of the fines that can be visualised,
based on the resolution. The lower the resoluti@more fines can not be identified in the
images resulting in a loss of solid volume. Needbesay though, as the initial grain size of
COZKO04 is smaller than at the other specimens ptitential of breakage of its particles is
also reduced comparatively due to the decreasethabtocontact forces and the lower
probability of the grains having defects [15].

The biggest advantage of XCT is that researchersotlbave to rely on the observation of
damage on the boundary of the specimen and onlgigoeessing for the measurement of
bulk properties and of the response of the matehmhge processing has allowed both
continuous and discrete analysis to be performethfinvestigation of various phenomena.
Similar studies based on full field measurements loa found in literature [7-10, 16-20] in
order to measure the rotations of the grains,na fihe coordination number, to analyse shape
characteristics of the grains, to describe stragalisation and of course to estimate grain
breakage. This information not only helps undeigtemdepth the mechanisms that govern
grain crushing, but also constitute more detailed more improved version of benchmark
tests used for calibration and comparison of DEMusations.
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ABSTRACT

Grain rearrangement, which is the basic mechanigm o
irreversible strain in granular materials, resuitglisplacement
fluctuations, i.e., the displacements of grainsiatevfrom the
value dictated by a continuum field. These fludua play a
similar role as dislocations in crystals, in thesethat they are
at the very origin of irreversible strain in grasmumaterials. The
analysis of fluctuations is a hot topic in granutdrysics and
mechanics. However, to the best of the authorsivkedge, it
has been investigated so far only by means of noaldDEM)
simulations. We present herein an experimental ystoél
displacement fluctuations in quasi-static defororatof a 2D
granular material deformed in a shear apparatuseddn®e.
This apparatus allows a specimen composed of améxg of
rods to be subjected to general 2D-loading conaktioby
independently applying normal strain along the igaltand
horizontal axes, as well as shear strain. The kates of the
centers of each rod in the specimen are followethbgns of a
2D Particle Image Tracking (PIT) technique, whistapplied to
a sequence of digital photographs acquired throutgtbe
duration of a test.This experimental work presentsar
evidence of spatial organization of fluctuationsviortex-like
structures (fluctuation loops) that are observed diferent
sizes of the strain increment considered (refetceds strain
window). For small strain windows, these vortextgais are
quite intermittent, whereas they become more pergisvhen
the size of the strain window is increased. Thdyaisof the
experimental data indicates the existence of amrmim length
scale of the fluctuation loops.
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INTRODUCTION

In a granular material, a macroscopically homogeasateformation does not correspond to a
homogeneous field of displacement gradient whekihgpat the individual grains. Due to
geometrical constraints at the grain scale (mutdalusion of grain volumes), grains are not
able to displace as continuum mechanics dictateg #hould. This can be pictured by
imagining an individual in a crowd of people whbwish to go to the same place: although
the long-term displacement of each individual isia&do the displacement of the crowd, the
steps of each individual are erratic. Classicaltioomm approaches disregard this feature,
which is apparent only amall strains i.e., for displacements that are small with respect to
the size of rigid grains, or the size of contadeintation for deformable grains). However, the
deviation of a grain's displacement from the valistated by the continuum field (referred to
as fluctuation is likely to hold valuable information about theharacteristic length(s)
involved in grains' rearrangement, which is thengpal mechanism of irreversible
deformation in granular materials.

Displacement fluctuations, often spatially orgadize the form of vortices, have been
observed in quasistatic experiments only by Midrdiang (1997). Several numerical studies
using Discrete Elements (DEM) report similar obstéions,e.g, Williams and Rege (1997),
Kuhn (1999), Combe and Roux (2003), Tordes#tal. (2008), Rechenmachet al. (2011).
Radjai and Roux (2002) investigated such fluctuatiby making use of statistical analysis
that is typically used in fluid dynamics. The mé&imding of Radjai and Roux (2002) was that
displacement fluctuations in granular materialsvgisoaling features with striking analogies
to fluid turbulence. Inspired by the approach ofiffaand Roux (2002), the present study
analyzes fluctuations measured from experimentsao@D analogue granular material
subjected to (quasi-static) shear.

SHEAR TEST

Shear tests have been performed in Xp@e apparatus, which is essentially a plane stress
version of the directional shear cell developedésting soils ( Calvetgt al 1997, Joeet al.
1992, Charalampidoat al. 2009 for details). Results from only one such &est discussed
herein, although the results are consistent througlthe entire programme. In this
experiment, an assembly of 2000 2jpains (wooden cylinders cm long) having four
different diametersg( 12, 16 and20 mn), was slowly deformed in simple shear at constant
vertical streser, = 50 kPg Fig. 1. Note that the contact properties amorg(Wooden) grains
compare with the properties imposed in DEM simoladi by Radjai and Roux (2002). The
vertical sides of the enclosing frame are tiltedtag = 0.26 (15°) while the length of the
horizontal sides is kept constant. The shear steis8.2 x 10° s, which is small enough

to ensure a quasi-static regime according to tbeial number criterion suggested by Combe
and Roux (2003). A video of the test can be fourtdta://youtu.be/B4Dfesn5vhs
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Figure 1.Sketch of a shear test in tha)2¢apparatus.

During the test, the normaby) and tangentiald) stresses are measured at the boundary of
the sample (Richefeet al. 2012). The global stress-strain response is typica dense 2D
granular material, with a peak friction angle obabt26° at y~ 0.06and a dilatant behaviour
throughout. A digital camera was used to acquir® B4pixels images every 5 seconds.(a
shear strain increase df/~ 4 x 10* called strain window in the following) thoughattie
test.

The displacements of all the grains are measurecthégns of a software nameaa&ker
specially developed to process the digital imagesraeasure (with sub-pixel resolution) the
in-plane displacement and rotation of each indialdyrain from one image to another. This
software uses a discrete grain-scale version afatlignage correlation technique hereafter
named PIT (Particle Image Tracking) that is welitesli for tracking rigid particles. The
principle of the PIT technique is detailed in Rifgheet al. (2012) and Combe and Richefeu
(2013). From the 24.5 Mpixels images taken duriregghear test, particles' displacements are
assessed with a error that is less t@dnpixel (Combe and Richefeu 2013). As an example,
Fig. 2 shows the displacements of all grains mesashy PIT from0 to 0.12shear strairy.

Figure 2 Particles displacement (maximum displacement = 46mjmn a sheared 2D granular
assembly made of 2000 wooden rods. The granular gaeg is enclosed by a rigid frame initially
rectangular (0.56 mx 0.47m). A speckle of black and white points is paied on each cylinder to

allow the measurement of particle kinematics by mass of the PIT technique.
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FLUCTUATIONS OF DISPLACEMENT

To assess the fluctuations of displacement (angatations of grains are also assessed, but
not discussed in this paper) in the course of deftion, we consider two possible
displacements of each grain during a strain windfgw (always positive). The first is the

actual displacement vector (y,AJj, which depends both on the size of the strain oxwnd y

and the level of shear straygat the beginning of the strain window. The secoisgldcement
vector d'r*(y,Aﬁ is the displacement dictated by a homogeneaffs ¢ continuum strain

field, i.e., the displacement that the grain's center woule lifat moved as a material point in
a continuum. The fluctuation of the displacementaefined as the difference between these
two displacement vector:

u(nay)=a (noy)-a" (ray) (1)

Figure 3.Displacement fluctuationsu(4 y= 0.1, y= 0) of grains in a sheared 2D granular
assembly. The corresponding grains' displacement arshown in Fig. 2. The maximum value df
is 18mm

Figure 3 shows a map of the fluctuatiangssociated with the displacement field of Fig. 2.
Displacement fluctuations can be conveniently ndized by dividing the vectou(y,A;j by

the producty (d) (where(d) is the mean diameter of the grains), which camtezpreted as
the average displacement of the grains in thenstvaidowA ). This normalized fluctuation,

V(noy)= (f’f? &)

can also be interpreted as a local (microscopia)rsfluctuation, which is in turn divided by
the size of the global (macroscopic) strain windgw

The mean displacement fluctuatign) increases monotonically throughout the test, from
0.066 mm(for 4y= 10 to 6 mm(for Ay= 0.25), this final value correspond to abdii% of

44



the average displacement of the grains betweebdhening and the end of the shear test.
Note that the smallest displacement fluctuatiowedi above the accuracy okRAcker. As far

as the mean magnitude of normalized fluctuati®ds concerned, a decrease(dp from 3

to 2 is observed; this implies that the averagetdiation of local shear straiti)/ (d) is two to
three times larger than the global strain windgw

PDF OF THE FLUCTUATIONS

Figure 4 shows the probability density functionfjpaf normalized fluctuation¥ along the x
direction for two different strain windowsy. Whatever the strain window, a good candidate
for thepdfis

F(v,.q)= a1+ b(1- q)vj]ﬁ 3)

This function, named-gaussiancomes from the generalized thermodynamics theanjch

is derived from the principle of non-extensive epir introduced by Tsallis (1988). The
parameteq in Eqg. (3) quantifies the degree of non-extengigitthe entropy of the system. In
the limit of g — 1, the function tends to @aussiarprobability density function.

Statistical analysis of the fluctuations shows thdiatever the value offy, their spatial
average is zero, which is expected for a global dgeneous deformation. A key observation
is that the pdf exhibits a wider range of fluctoas with decreasingy, which corresponds to
a variation ofg from 1.14to 1.59 In Richefeuet al. (2012), aKurtosisanalysis ofVy values
was seen to tend to zero asymptotically with insirega size of4y. A zero value of kurtosis
might indicate that the pdf tends to become GaodsiaA ) — oo, which is confirmed by the

decrease ofj when 4y increases. Very similaKurtosis features and trends have been
observed (on DEM simulations) by Radjai and RouB08), who noted that they have
striking similarities with turbulent flow of fluid¢although no dynamics are associated with
these fluctuations).
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Figure 4.Probability density function (pdf) of normalized fluctuations V, projected on the
horizontal direction for two different strain windo ws,4y = 2x 10° and 4y = 10"

SPATIAL CORRELATIONS OF THE FLUCTUATIONS

To understand the fluctuations, the analysis ofr thitistics must be supplemented by the
study of their spatial distribution.

Spatial correlation oV can be seerge.g, theloop patternsin Fig. 3. Figure 5 shows three
normalized fluctuation maps measured for threestbffit values of, for two different sizes of
the strain windowfy. On the left, the two fluctuation maps computedfp= 2 x 102 at two
different values oy show that both long-range correlation (blue cud@grain diameter of
correlation length) and short--range correlaticed(curve, 10 diameter of correlation length)
are both observed. This is consistent Witallis theory, which states that whepGaussian
distributions are observed with > 1 (hereq = 1.59, then long-range spatial correlations
emerge. On the right of Fig. 5, the strain windawsd to compute the normalized fluctuation
is bigger gy = 1.7 x 10%); the statistical distribution 0¥, is similar to the one shown in
Fig. 4 for 4y = 10, The q value of theg-Gaussianfit is smaller than foty = 2 x 107
(g=1.14), but still greater thad (perfectGaussiandistribution). A strong spatial correlation
of Vi is found for distances less thah= 10 particle diameters. This length roughly
corresponds to the minimum radius of the fluctuatmops. A pseudo-period of abatit= 20
diameters is observed, which is another signattitheoloops. This pseudo-periodicity might
indicate the existence of a cascade of loop-siatteer than a unique size the smallest size
being aboutlO diameters, and the largest in the order of thepgasize. This interpretation
was confirmed by Richefeet al. (2012) with a Fourier transform of the fluctuatigignal as a
function of space, as originally suggested by Reaafjd Roux (2002).
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Figure 5.Maps of the normalised fluctuations for two differents values ody. The curves show
the spatial auto-correlogram for thex component ofV. 4is the correlation length expressed in
terms of grain diameters.
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CONCLUSIONS

A detailed study of fluctuations of displacements a granular material subjected to
guasistatic shear has revealed that the fluctumtaoe organized in space and show clear
vortex-like patterns, reminiscent of turbulenceflumd dynamics. While these fluctuation
loops have been often observed in DEM numericalksitions, on the experimental front
they have only been reported (to the authors'kesivledge) in the study by Misra and Jiang
(1997). The present study (results of which haveaaly been presented in Richefetual.
2012) confirms these early findings and brings itite picture the important idea that
fluctuation loops have a characteristic minimumiuad- equal to 10 mean particle diameters
for the material tested.

Displacement fluctuations in granular materials aedirect manifestation of grain
rearrangement, therefore they can be thought ofhasbasic mechanism of irreversible
deformation. The statistical analysis of these tflation was described bg-Gaussian
probability distribution, which is a signature oh-range correlation fay > 1.

The link between these fluctuations (and theirigpatganization) and the deformation of
granular materials at the macro scale will be itigased in futur work.
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ABSTRACT

Hydraulic and hydro-mechanical behaviour of unsatd
granular media are strongly influenced by the gsai@le nature
of these multi-phases materials. Consequently, uneasents
and observations done at grain level are essatitiey lead to
a further understanding of the physical mechanisgigg at
this scale, which are responsible of the observéubat
response of the material. X-ray tomography allowffigently

high spatial resolution, to study most kinds ofnglar media,
and as it is a non-destructive technique, imagiag lse done
during carrying out in situ experiments.

INTRODUCTION

The microstructural scanning method has provedatality to distinguish individual sand
grains, measure grain displacements and breakageek as characterizing air and water
distribution at the micro-scale in small samplesZJL Through this 3D imaging technique, a
sample can be scanned in one state, and then mag®live by controlling some relevant
variables like suction, in order to capture soméhefhydraulic responses and properties, such
as retention behaviour, water repartition, pore slistribution or porosity. As an example
concerning mechanical behaviour a triaxial test banimplemented, allowing to have
global/local information about the kinematic fiald the diffuse regime or within localized
shear band region, by combining X-ray CT to digmahge correlation [4, 5]. This paper aims
to present some methodologies applied to achievéatb main goals. First, a characterisation
of the links between degree of saturation and sud# done. The experiment is started with
the saturated case, then applying suction graduaitlyl ending up with the dry state [2]. This
led to answer some questions related to the fdterdnt domains (fully saturated, funicular,
pendular and hygroscopic), as transition stepsduachges between these domains. A close
focus, in this study, was considered in the pendddemain, where water meniscus witness
remarkable changes in radius, volume, grain comni@etl spatial position. The Second goal is
to study water retention states of different granuhaterials, at several degrees of saturation,
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in order to get porosity maps, check degree ofrgatun values, and to deduce material shape
influence on water repartition [3].

EXPERIMENTS

Sampling technique, for both objectives, was chasanrder to obtain a good homogeneity in
term of porosity. The samples were cylindrical (10»mm), prepared using water pluviation
method. A specific pressure plate, well adapte&4@y scanning, has been developed to
precisely control suction in sand samples (impds#t by negative water pressure as well as
by positive air pressure) [1]. High resolution (fh%px) X-ray tomography has been reached
in this work. By using the physical properties ofra§, an image of the sample can be
developed to display the different densities andmmositions within the sample
(radiography). In a later step, image processingplied, and it includes reconstruction,
binarization and trinarization. All the data acegagirfrom X-ray scan, were converted into two-
dimensional slice images (i.e. reconstructed). Theprocess of segmenting/thresholding
phase contrast volume images of the sample is ddng process converts grey scale images,
obtained from reconstruction, into binary or trindorm. A binarized image, where two
phases representing sand grains and voids canshalized (white=air and black=grains),
while a trinarized image, where three phases dhgveater and air, are separated (black=air,
blue=water and brown=grains). A reconstructed lomtal slice, a binarized horizontal slice
and a trinarized horizontal one are shown in Figwhile an image of the radiogram, a
reconstructed vertical slice and trinarized veltarge are shown in Fig. 2.

Fig. 1 (Reconstructed-Binarized-Trinarized) horiadslice of unsaturated Hostun sand

Fig. 2 Radiogram and (Reconstcted-rinanzedi)c@rsllce of unsaturated Hostun sand

A threshold of the gray value histogram, in som&esais not sufficient to clearly distinguish
the phases, especially if noise and partial volwfiect (PVE) are highly presented in the
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images. Simultaneous region growing program, isl usre, which starts from the seeds at
peaks value, Fig. 3, and evolves by consideriny gedue variance computations inside a
spherical selection to correct PVE, and finally sthang the trinarized images. Fig. 4 shows
results obtained for four degrees of saturationiaymbsed suction.

Fig. 4 Different domains (fully saturated, funiaylgpendular and hygroscopic) shown in
trinarized images of Hostun sand

Later, an innovative code was developed, so thedgity and degree of saturation mapping
can be acquired. The program was designed towitirtthe trinarized images, apply a grid,
choose a representative elementary volume (REV)wfoch local/global values of porosity

and degree of saturation were calculated with Ipigitision. These values revealed the link,
at the grain scale, between porosity, degree afra@n and suction, Fig. 5, as that high
porosity regions are linked to low degree of sdtonaregions, and vice versa.

| HIGHER
POROSITY

Fig. 5 Porosity map (left), degree of saturatiorpri@entre), and trinarized image (right), for
Hostun sand

Fig. 6 shows the relationship between water refp@mtimaterial composition and grain size,

for Sr=50%, and for the three materials testedailt be noticed, that grain angularity has an
influence on water distribution inside the sampiereasing the angularity (as for Hostun
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sand) leads to have less homogeneous distributiarater than in the case of rounded grains
(as in Glass beads).

Hostun Sand Ottawa Sand Glass Beads

1 = -
(T4 7

)
19 2€ 950% 20
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" ::_q}f"'f‘;

Angularity

Fig. 5 Trinarised images of (Left to right): Ottawand, Hostun sand and Glass beads,
(Sr=50%), for a slice at same height of the sample

This ongoing work focuses on the exploration of nmiscale hydraulic mechanisms in
unsaturated granular materials. The results shbatsnbt only global water retention curve is
obtainable through image processing, but also al leation between suction, porosity and
degree of saturation can be computed for each poithe sample. The methodologies
presented in this paper can be used for more explaaalysis that includes the measurement
of effective stress or orientation of water mensscu
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ABSTRACT

Ballast aggregates have been used since the begirofi
modern railway history because of its impressivieeiehcy as
track foundation. However, high speed lines erdue drains
much faster than predicted by empirical models usedar.
Hence a numerical approach is needed in order tdirgé a
better understanding of the behaviour of ballagttaen be able
to predict it in an accurate manner. The first stBpugh
consists in identifying all the parameters involvied ballast
morphology and how they behave along the erosioogss. On
the macro - scale, morphology is governed by shape
parameters; but when focusing on the micro — scale,of the
most important parameters is the description ofasertexture,
i.e. basically roughness. A literature review igf@ened in
order to select some parameters that are commasdy to
assess morphology. Then an experimental study arbedlast
grains, using a Micro-Deval device to erode thangrand X-
ray tomography and a laser profilometer to scammthes
performed to find out which of these parameters ateially
suitable to assess the evolution of the morpholatgn the
grains erode.

INTRODUCTION

Ballast is the crushed rock used for the foundatiba railway track, it forms the trackbed
upon which railway sleepers are laid. It is usednigao bear the dynamic load of trains,
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transmitted by the railway ties, acting as a suppase for the track structure giving it
strength and rigidity but also allowing for flexiby. It is also used to facilitate drainage of
water and to keep away vegetation that might iaterfvith the track structure. Some assays
have been developed in order to control its qualityy due to its simplicity and effectiveness,
it is an element of the track which has not charsgethuch in essence over the years. A good
ballast aggregate must be: sharp, rough, hard andeg resistant to impact, resistant to
abrasion, homogeneous and dimensionally stablevahdut fine.

Along their lifespan, ballast grains get erodedntyadue to the cyclic loads caused by the
traffic of trains and the maintenance operatiorsudhiness and sharpness are lost gradually,
and, whenever the properties do not fulfil the mexjuents, the whole ballast must be
removed and changed, which involves a great ecanomestment. Therefore it is important
to have a good knowledge about its behaviour irerotd assess properly the maintenance
costs of the track. Until now, the experience dheryears in ballasted tracks and the derived
empirical formulas are the only tools we have tedit when the ballast shall be substituted.
In conventional lines, these empirical formulas éhgroven to work well and no further
studies have been needed so far. But it is no lotigeecase since we deal with high-speed
lines, where ballast has shown to erode much faéiséer expected. While it was expected to
last for 30 years, some lines in France and Japdridibe substituted after just 15 years. For
that and other problems associated, ballast iglmilestioned as the best solution in this kind
of lines, having the main competition with the stedick. Using slab track instead of ballast
involves a minor maintenance costs but about twheeinitial investment, so there is not a
clear optimal solution and the discussion is atille and far from being conclusive.

Every parameter regarding how grains morphologyvegupon time while the grains wear
must be then identified and studied separatelyrderto understand properly the erosion
process. At the macro — scale, cyclic loads indueakage of sharp corners of the aggregates,
smashing of weaker particles, repeated grinding avehring. All these processes
progressively sculpt the grains transforming thepghtowards more rounded particles
decreasing considerably their performance. At therorscale, friction between particles is
reduced, decreasing the stiffness of the traclaterdl loads, due to the sliding contacts that
polish the grains and reduce surface roughness.

Figure 1.Left: TGV railway track lying over ballasted trackb ed. Right: common samples of
ballast grains (granite), around 6-7 cm long; the in on the right is completely new (sharp
edges), while the grain on the left has been erodetianging its morphology (rounded edges).

MORPHOLOGY OF THE BALLAST GRAINS

In order to describe the morphology of a partiatedetail there is a large number of
guantities, parameters and definitions used iditbature. Some authors (Mitchell and Soga
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2005) use three levels to characterize shape atdréeat different scales. At large scales,
sphericity, elongation and flatness are usuallyduee provide a general idea of the grain
shape. The intermediate scale is focused on desgribe roundness of the grain, i.e. how
sharp are the angles and borders, and it is usdaBgribed using the opposite parameter:
angularity. Finally, in order to describe the misicale on aggregates, the main parameter to
define the surface texture is roughness.

Shape parameters

Shape parameters describe the macro-scale morghofotipe grains, i.e. both the general
aspect and the angularity of the grains, whichesgponds to the large and intermediate levels
of the description above.

The main parameter describing the shape of a ggaphericity, i.e. how close the shape of
the grain is compared to that of a sphere, alwayging from O to 1, the latter value
corresponding to the perfect sphere. Sphericitlefsed in the literature in several ways, the
most common definition being the ratio betweenatea of a sphere with the same volume of
the particle and the area of the particle. Howes#ge it is not so easy to extract the area of
the contour of an irregular grain, other definisare considered.

Inscribing the grain into a rectangular prism, éhreharacteristic lengths can be defined
corresponding to the sides of the cubdig:(shortest),Dy (intermediate) an®, (longest).
Using these three characteristic lengths, spheri¢ican be defined (Krumbein 1941), but it
can be also complemented with other aspect ratioshvhelp to better understand the general
morphology of the particle. Elongation ratio (ER)ngpares the longest length with the
intermediate one, flatness ratio (FR) comparesskuetest with the intermediate and flat and
elongation ratio (FE) compares the longest withsthertest. Aggregates are considered flat or
elongated if their flatness ratio or elongationaatespectively, present values lower than 1/3.
One last parameter commonly used to describe gemergphology is the shape factor (SF),
which is a combination of FR and FE (Barksdale }9%ccording to the presented
definitions, all five described parameters ranganfiO to 1, the latter value corresponding to
the case of a sphere or a cube.

D.D D D
p=3—=_" (1.1) ER= M (1.2) FR= —= (1.3)
D! D, D,,

D
FE= —= (14) sF=_ s

D J/D.D,,

At a smaller scale, it is interesting to descrite sharpness of the angles of the grain. This is
commonly assessed by parameters called roundneigs antonym, angularity. Roundness is
usually defined as the average radius of curvatfiia! the corners divided by the radius of
the largest inscribed circle. According to theskeniteons, a sphere has a roundness of 1, but
not a cube. Since it is not easy to assess thegadicurvature of the corners, the evaluations
of roundness is often obtained by using visual gsiidn order to properly quantify either
roundness or angularity, many methods have begoped in the literature. For instance, the
gradient method gives a finite angularity valuatoeighly sharp grain and a near zero value to
a well rounded grain and interpolates intermedaatgularities by comparison with the two
extremes. However, when a multi-scale descriptibrthe morphology is needed, other
methods that can deal with all three levels of dpgBon are commonly used. Fourier analysis
of the contour can be used when dealing with 20iges (Wang et al. 2004), obtaining
different signatures for different scales dependingthe frequency. If a 3D description is

(1.5)
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needed there are two methods that can be usethlgsa image data: wavelet method (Kim
et al. 2002) and spherical harmonic analysis (Ga#b2002). The second method has been
chosen for this project since it was also usecktd dith 3D X-ray tomography data.

If the radius R{,®) is measured from the centre of mass of the grmathe surfacef angle
measured from positive z-axis (@) and® angle measured from positive x-axis ®<2nr):

R(0.0)= ZZanmn( ) 2)

n=0m=-

Where an, is a scalar coefficient and,¥ (0,®) is an harmonic function of degree n and order
m and is given by:

0= [y P s ®

Where R™ are the associated Legendre polynomials. The ication of aggregate form,
angularity and surface texture is based on solthegcoefficient g, Garboczi proposed the
use of the following integral form:

2n

= [ [ dgdosin(o) R(0.¢) 0¥, * (4)

o'—.§

Where the asterisk denotes the complex conjugditeeeTdescriptors for the different scales
are then proposed (Masad et al. 2005) using thersgih coefficient g

Form= 25: Zn:|anm| (5)
n=0m=-1
25 n
Angularity=>" >'la.| (6)
n=6m=-1
Texture= fxzn:|anm| (7
n=26m=-1

Table 1 presents the values of the different sip@pameters for some typical regular shapes.
It can be observed how all the parameters haveesailose to 1 when the the shape is closer
to that of a sphere, with the exception of angtyanhich gets values close to 0. Besides,

while the typical shape parameters do not distsiglietween a sphere and a cube, form and
angularity indexes (spherical harmonic parametws)

FR FE SF
Unit sphere 1 1 1 1 1 1 0
Unit cube 1 1 1 1 1 1.27 0.33
Cylinder (r=2, h=5) 0.86 0.80 1 1.25 0.89 1.46 0.39
Cuboid (3:1:1) 0.48 0.33 1 3 0.58 2.10 0.77

Table 1.Values of the shape parameters for some regular spas: sphericity ¢), elongation ratio
(ER), flatness ratio (FR), flat and elongation rato (FE), shape factor (SF) and the spherical
harmonics parameters form and angularity indexes.

Roughness parameters

Surface texture is the repetitive or random desrafrom the nominal surface that forms the
three- dimensional topography of the surface. Altffosurface texture can be assessed with
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the methods described above, due to the complexitthe method, other much simpler
methods are commonly used at the micro-scale. &urfaughness is commonly quantified by
scalar parameters which assess the height of tifi@ceurelative to a reference line or plane,
depending on whether the roughness is evaluatedaoleight profile (2D) or over the whole
surface (3D) (Bhushan 2000). Note that roughnessnpeters are usually referred with an R
in the case of 2D profiles and with an S in theeaafs3D surfaces. The mean line (or surface)
is defined such that the area between the profitethe mean line above the line is equal to
that below the mean line:
N
m=23z ®)
N =

Where N is the discrete amount of data points and the height of each data point with
respect to the reference plane. If there is noiapeterest in using a particular reference
plane, in order to simplify the calculations, thean surface is generally used as the reference
plane so that m = 0, and this simplification wik lbaken into account in the following
definitions. Amplitude parameters compare the heagjlthe surface with the reference plane
(Table 2), with a particular emphasis on:

- Average roughness (%), i.e. the arithmetic mean of the absolute valtigestical
deviations from the mean surface.

- Root-mean-square height {R;), i.e. the square root of the arithmetic meanhef t
square of the vertical deviations from the refeeesarface.

There are other amplitude parameters considerirg ekireme values like /& which
computes the distance between the highest aspaniythe lowest valley or, in order to
minimize the effect of strange data in the extrewadues, R/S, computes the distance
between the averages of the five highest aspedtidsthe five lowest valleys . Following the
same structure of the average roughness and thelig8t, the moments of third and fourth
order can be also computed. These two parametersaded skewness (Skiy and kurtosis
(K/Sky) and they are usually classified as shape paras@troughness) since they describe,
respectively, whether the valleys are wider or ovar than the peaks and whether the surface
has a more peaky or more wavy roughness.

2D 3D
1 N 1 M N
Average roughness R, = —Z|Zi| (9.1) | S, = —ZZ|Zi,- | (9.2)
N i=1 N [M i=1 j=1
) 1 N 5 1 M N 5
RMS height R,=0= N; z° (101)| S, = W;Z;Zij (10.2)
1= i=1 j=
k Skz L 353 Sq = 1 iZN:z s 2
Skewness = N ;Za (11.1) | Ss« STINM & (11.2)
| K=t 35 2.1) | S« = ;iiz Y22
Kurtosis = 0_4 N ;; (1 1) Ku Sq4 N S < ij (1 . )

Table 2 Definitions of the roughness amplitude parameters.

These amplitude and shape parameters can be coemilenirby the spacing parameters, i.e. a
way to quantify the density of asperities and asgnty represented by peak density, (N 2D
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andn in 3D). However, the reliability of this parameti&pends on how the peaks are defined
and the sensibility of the measure device.

Roughness can be assessed in other deeper waysctiars. Probabilistic analysis has been
proposed in the literature (Bhushan 2000) in thenfof density functions and spatial
functions. Although not included in this study, $kefunctions can be interesting in some
specific cases in order to better understand psesasvolving surface texture.

A unique property of rough surfaces is that, ifytrere repeatedly magnified increasing
observed details of roughness right down to namatesahese details often appear quite
similar in structure. The fractal approach (Majumdad Bhushan 1990) has the ability to
characterize surface roughness by scale-indepepdeateters and provides information on
the roughness structure at all length scales ttabie the fractal behaviour. Fractal surfaces
have a non-integer dimension associated, calledafrdimension (D), that ranges between 2
and 3 and provides a statistical index of compjegdmparing how the details in the surface
change with the scale at which the surface is nredsiie. a ratio of the change in detail to
the change in scale (Mandelbrot 1982).

There are several methods to compute fractal dimensit one of the most commons is the
box counting method. The computed total area afrlase map increases while a finer mesh
is chosen to plot the map so that more detailsbeaimcluded. Following this principle, both
the area, calculated with different mesh sizes,thadength of the mesh element in each case
are represented in a log — log plot. The fractigraat of the fractal dimension is given by the
slope of the resultant line, and the total fradiahension is computed summing up 2 to the
fractional dimension. For example, a completely dlarface implies an equal measurement of
the area whatever the mesh size one uses, thusdpe of the log — log plot and so the
fractional dimension will always be equal to O ahé fractal dimension equal to 2.0, the
same as the traditional dimension of a plane.

EVOLUTION OF THE MORPHOLOGY

Experimental campaign

In order to study the evolution of the differentnmicology parameters described above during
the wearing process, some real ballast grains haea artificially worn and scanned to

search for some tendencies in the shape and rosgipaeameters. New granite ballast grains
have been provided by the SNCF corresponding teettaztually used in the French high-

speed railway network. Five different grains haeerb selected trying to include different

initial morphologies.

Figure 2 Ballast samples before erosion. From left to rightS10, S11, S12, S13 and S14.

These five sample, shown in Figure 2 and called, &, S12 S13 and S14, have been
eroded twice using a Micro-Deval device, during@iis per cycle of erosion, along with
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other ballast grains to cover a total of 10 baligistins and 2 litres of water inside each
cylinder (without metal balls). The procedure tods the grains was chosen with the main
objective of being aggressive enough to cause d gowunt of wear per cycle on the grains
but gentle enough to be able to observe an evolubwring the first cycle of erosion the
grains lost around 5-6% of the weight, while in g8exond cycle the grains lost only a bit
more than 3%. Sample S10, the largest one, brokeglboth cycles losing 11% of the
weight in the first cycle and almost 6% in the setaHowever, the size of the sample is not
really determinant in the relative amount of mattest in the erosion process, but the shape
does since some morphologies are more likely takbtigan others.

Image analysis

Before and after each erosion cycle, the samples bhaen scanned using X-ray tomography
(Figure 3), to obtain a 3D image of the whole graind with a laser profilometer (Figure 4)
over one flat face to assess the roughness (efaegample S14, which did not have any flat
face large enough to be scanned with the laseamalllyj the retrieved data has been analysed
using a Matlab code.

The resolution achieved by the tomograph on théopeed scans was 0.0513 mm / voxel
edge, but in order to be able to faster processiéit®, a scaling factor was applied reducing
the number of voxels to half so the final resolnti® 0.1026 mm / voxel edge. This resolution
is enough to assess shape parameters since thasgepers do not deal with the micro-scale
but with orders of magnitude of millimetres or exaamtimetres.

hollow rotation stage

Figure 3.Operation diagram of the X-ray tomography device. he source, along with the
detector film on the opposite, side takes sectionahages of the sample placed on a rotating stage
allowing a complete 360° turn.

Table 3 shows the total amount of mass lost aftén bycles of erosion, and the reduction in
the number of voxels of the 3D reconstructions fribie tomographies. The results given by
the X—ray tomography are really good and reliabléerms of matter lost. Comparing the
weight and the number of voxels lost the differeiscdasignificant.

Total mass lost (%) Total voxels lost (%) Difference (%)
S10 16.12 15.70 -0.42
S11 8.83 8.39 -0.44
S12 8.13 8.36 +0.23
S13 9.23 8.96 -0.27
S14 7.80 8.21 +0.41

Table 3.Comparison between the mass lost and the reductiasf voxels in the tomographies after
both cycles of erosion.

On the other side, due to some mechanical isssesiated with the supporting structure and
the screws moving the laser profilometer, the dewas not able to offer a better accuracy in

59



a specific point than + 0.10 mm, which is prettyvlaf it is compared to the order of
magnitude of roughness. However, since these isted all the scans in approximately the
same way, it can be assumed, after making some stdhe same areas in different samples,
that the accuracy of the device when computing lmoegs (z-axis) is about £ 0.02 mm, or
even better.
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Figure 4.Surface map of a ballast grain face reconstructedsing a square-element mesh (0.1 mm
per element side) from the data points retrieved byhe laser profilometer.

Evolution of parameters

It is necessary to remark before presenting thaltseshat the first cycle of erosion was
strongly more aggressive than the second one, proglthe majority of the changes on the
morphology of the grains, especially regarding fegs. Figure 5 shows sample S12 before
and after the first cycle of erosion and a comparisf both where the eroded areas are
highlighted in red. It is clearly seen how sharpneos disappear first, due to either wear or
breakage of weaker parts, reducing considerabhatigilarity of the grain. It is also shown
how roughness is dramatically reduced leaving egadly smooth surface after the first cycle
of erosion. However, the general shape (elongasphericity, etc...) of the grain remains
without remarkable changes.

Figure 5.3D reconstruction of sample S12 from the X-ray tomgraphies before and after the first
cycle of erosion. The lost matter is highlighted imed.

Hence among all shape parameters considered talsesre form of the ballast grains, only

angularity presents a remarkable decreasing tegdanall grains. Figure 6 shows the

evolution in percentage of all shape parameteesr &fdbth cycles of erosion in comparison

with their initial values. It is clearly seen hoWwet angularity of all grains decreases in a
significant amount. Figure 7 shows the evolutiomodularity along both cycles, although the
first cycle is aggressive enough to considerablyndothe edges and reduce angularity, the
second cycle still contributes in a significant viaythe process.
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Figure 6.Evolution in percentage of the different shape pammeters (sphericity @), elongation
ratio (ER), flatness ratio (FR), flat and elongatim ratio (FE), shape factor (SF) and form and
angularity indexes) and weight between the initialalues (new grains) and after the second cycle
of erosion. S1X corresponds to the name of the diffent grain samples.

Form index also decreases in all grains but extlesiew. All the other parameters remain
with approximately the same values during both eyaf erosion although they are thought
to tend to values close to 1 if the erosion is momdre aggressive, since the grains tend to
reach a spherical-ellipsoidal shape. However, M2eval was not able to reproduce such a
big amount of erosion. Sample S10 presents a lag@ution on its morphology but this is
not surprising since that sample broke both infits¢ and in the second cycle losing up to
16% of the mass. Note thét SF, FR and ER are, by definition, lower or eqoal so they
increase if the shape approximates to that of arsplwhile Form index and FE are always
larger or equal to 1, decreasing if the grain gkiser to the shape of a sphere.
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Figure 7.Evolution of angularity along the two cycles of ersion. Angularity has an inferior limit
of 0, corresponding to a perfect sphere. S1X is theame of the different grain samples.

On the other hand, using a Micro-Deval device, altfh mitigated by the particular
methodology applied, surface texture is polished smoothed in a very fast way. Micro-
scale roughness is virtually lost as a whole infits¢ cycle of erosion and only waviness, in a
half-way between micro and intermediate scaleds lts a longer time. This waviness has
been partially removed before the analysis alonth wie shape of the grain through least
squares correction using 6 degrees polynomial iomst
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After the first cycle, some parameters were quickfcarded for different reasons. Skewness
and kurtosis present an extremely large varianceiratability between scans since they are
too sensitive to the accuracy of the measurem@mtghe other hand, although it is a bit more
stable, peak or asperity density is completelyueriiced by the definition given to the
asperities. Thus the low accuracy of the laser Bpecific point mentionned before is not
enough precise to properly deal with all these patars.

Figure 8 shows the evolution in percentage of tfferént amplitude parameters and fractal
dimension after the first cycle of erosion. The goaeters denoted with an R have been
computed as an average of the 2D profiles, whidgepdrameters denoted with an S have been
computed over the whole surface after reconstmctgth Matlab. As expected, these
parameters are clearly reduced during the prodemssome reason, sample S13 shows a
lower roughness descent although it did not losse eatter than the others, probably because
of the influence of larger asperities not compessawith the waviness correction which
presents a higher resistance to wear.

Average roughness and RMS roughness are the mastnaoly used parameters when
assessing roughness and the reason is that thayéegha very stable way showing a very
small variance. However, extreme valugs3Rand even Sare too susceptible to big defaults
on the surface texture or strange measuremenite dhser.

On the other hand, fractal dimension shows alse@rg stable behaviour and its evolution
seems to be pretty related to the evolution ofaimplitude parameters. Having into account
the way fractal dimension is computed, in which filaetional part is obtained from the slope
of a log-log plot and then 2 is summed up to gettttal fractal dimension, it has been judged
more convenient to compute the percentage onlyidernsg the fractional part.
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Figure 8.Evolution in percentage of the amplitude roughnesparameters (average roughness

(Ro/Ss), RMS height (R/S,), average maximum height{(S,) and maximum height (R/S;)) and

fractal dimension (D) between the initial values ath after the first cycle of erosion. S1X is the
name of the different ballast grain samples.

CONCLUSIONS

It has been demonstrated, as expected, that falypreeof wear applied by the Micro-Deval
device (without large breakages) and during a échitime (6h), the smaller the scale the
faster the parameters are smoothed.

Hence micro roughness is lost very quickly, evesteiathan expected so more and shorter
cycles should be applied in order to assess magegy its evolution. Although the stability
of the parameters is acceptable, since the inaciesraf the laser affect all scans in the same

62



way, it is also recommended to improve the prenigibthe device to be able to get reliable
absolute values of roughness. Nevertheless, it mrstated that amplitude parameters,
especially the ones not including extreme valuésngawith fractal dimension are good
candidates to assess the evolution of surfacergeguring wearing processes.

The intermediate scale of morphology, mainly repnésd by angularity, plays a very
important role in the evolution of shape since phamgles and edges are rounded and weak
pointed tips break easily. This tendency has beews evident in all grains and during both
cycles of erosion.

However, large scale morphology has a much slowelugon, depending to a large extent
on the grains crushing and breakage of the weades.pA much more aggressive wearing
must be performed in order to see a significantugian on the parameters.
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ABSTRACT

An original experimental device was developed ibolatory
with a reduced scale on the length equal to 1d4.6imulate soft
soil improvement by vertical rigid piles. A campaigvas
performed in order to assess the behaviour of d tcensfer
platform (LTP) of small thickness, built under arfage rigid
slab. Several surface loading conditions, monotanid cyclic,
were applied in order to analyse the impact ofiwalrtcyclic
loading (with no development of dynamic effects)d aits
loading magnitude. The model has an important nundfe
piles, so a pertinent analysis can be done on theehtentral
part. Originality of the model is also the preseonte lateral
visualization window and application of a digitamage
correlation (DIC) method to follow each visible mgraof the
LTP. Mechanisms developing in the LTP during theley can
thus be highlighted and understood. The DIC restdtaplete
those obtained in the central part by the load disdlacement
sensors.

INTRODUCTION

Soft soil improvement by rigid piles involving gr@ar platforms is widely implemented
across the world due to the low costs, rapid canstm, and the resulting small total and
differential settlements compared to the traditiosaft soil improvement techniques like
grout injection, vertical drains or preloading. $hechnique is different from those using
classical piles, where the structure is directlgreected to the piles. The load applied by the
structure is partially transferred through a LoadnBfer Platform (LTP) to the vertical rigid
pile grid that assures the load transfer to thestsatum below (Figure 1). In the case of a
surface slab, loads are also redistributed inghis of the system, especially for thin granular
platforms, where full arching cannot develop.

Experimental studies on soft soil improvementrigid piles have been carried out by
several researchers in the past, attempting toysmathe effect of different material
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parameters, geometrical configurations and geostictineinforcements, to investigate their
respective contributions to the reduction of setdats and to the increase of load transfer
onto piles, and to develop corresponding designhaust. In particular, Kempferet al
(2004), Heitzet al (2008) and Van Eekelest al. (2012) have based their research works on
1g laboratory models in a three dimensional com&gan.

Surface loadin

Slab ¥— Load transfer
. } platform
(LTP)
Rigid
'ﬁ; . Soft soil
P layer

-

<— substratum

Figure 1.Technique of soil reinforcement by rigid piles

Blanc et al. (2013) and Okyay et al. (2013) perfednmodel tests in a centrifuge in order to
obtain the same stress level in the model thaharptototype.Other research works aimed to
visualize the arching effect inside the LTP usinigifal Image Correlation (DIC) methods
(Eskisar et al., 2012; Jenck et al., 2014). The majaritihese studies were limited to the case
of static or monotonic loading, except Heitz et(2008) who applied a high number of cycles
(up to one million cycles) with high frequencieslobr 5Hz simulating the case of a railway.
They underlined the effect of the loading frequeanythe efficiency and the settlements.

The objective of this paper is to study the effeicvertical cyclic loading on the structure’s
behaviour using a three-dimensional small scaleansithulating the soil reinforcement by
vertical rigid piles. A series of model tests aomducted and the behaviour of the system is
studied based on the results of force and displanesensors. The objective of this study
includes visualizing the mechanisms in the LTP gisirparticular Digital Image Correlation
(DIC) method called Particle Image Tracking (Pl&ghnique that enables us to analyse the
displacement and rotation fields of the grains cosipgy the LTP.

MODEL TESTS

The tests are performed using a 1g three-dimenisinadel with a scale factor of 1/10th on
length (presented in details in Houda et al., 20E8)r semi-piles are added next to a window
allowing the visualization and the analysis of thechanisms taking place inside the LTP as
shown in Figure 2. The soft soil layer has a thedsiHs = 400mm and is overlain by a layer
of gravel with a thickness Hg = 50mm (Figure 3)rigid plate is placed above the LTP in
order to model the case of soil reinforcement uriflat slab”. Loading on the surface is
applied using a membrane under pressure (Pm) wieamits to apply monotonic or cyclic
loadings.

The instrumentation used in the tests is locatadercentral zone, far from the boundaries. A
force sensor is located at the top of each of the €entral piles. Each force sensor has a
compression range between 0 to 1000 kg and a dearequial to the pile’s diameteriile
=35mm). Three displacement sensors (D1, D2 andab8lised to measure the settlements
at the LTP base. The general measurement setaloven in figures 2 and 3

66



v
® Force sensors
at the head
. * Displacement
Qe .
| Rilea Pile1 - sensors
£ ! el o }
8 1 : )
S||| central ! 8
S entra — 5 g
one o L o 13
(3D Ppile3 _Ppilex;
Analysis)
S—FEr—— 7
450mm

. . 1000mm . .
Figure 2.Plan view of the test set-up (View B-B of figure 3)

Water pressure

<__sensor Loading
Rigid slab membrane
B _(30mm)_ _ BRSSP aaE s e ee—— _ _TP_ 1B
(Hg=50mm)
Force
Compressible Displacement sensors at
soil sensors the head
(Hs=400mm)
Perforated /! e D3 D2 DI Fmpty space for
steel plate Pilen°4 Pilen°2 instrumentation

(200mm)

1415mm
Figure 3.Cross-section of the test set-up (View A-A of figur 2)

Finding good simulating materials to representdbf soil is a challenge for researchers. In
this study, a mixture of Fontainebleau fine sand expanded polystyrene balls (with a small
amount of water to avoid segregation) is used tdehthe soft soil compressibility. The soll
has a compressibility index Cc = 2.8 and an initiald ratio = 7.2 (considering the
polystyrene balls are void). The corresponding ayemeasured unit weight of the mixture is
ySoﬁ-son:4.5kN/m°’. In practice, the thickness of the granular layswally lies in the range of
0.5m to 1m. In the present study, with a scaleofact 1/13" on the length, a 50mm layer of
2-6mm diameter gravel is used to model the LTPUif&8). The average unit weight after
compaction is equal tQyravei= 14.8kN/ni. The friction angle and the cohesion are founchfro
triaxial tests equal tp = 45° and ¢ = OkPa.

The experimental campaign has been defined to ateabhe effect of low frequency cycles
on the system’s behaviour. Three types of tespar®ormed in this campaign, with different
loading conditions. They are summarized in FigureThe repeatability is verified by
repeating each test (test A and B). The test “Momat 1” consists in applying three
increasing levels of static loading Pm = 10, 20 80kPa, each loading level is maintained
constant during 3 hours. The test “Cyclic 1” cotssia applying 50 cycles between Pm =0
and 10kPa before loading the system up to congta@ssure Pm = 20kPa and 30kPa. The
monotonic loading test is applied in order to stdidst the behaviour of the system under
monotonic (simple) loading. In test “Cyclic 27, ®9cles are applied between Pm =10 and
20kPa before increasing the pressure up to a atnseel Pm = 30kPa. The objective of
applying two different types of cycles is to stuthe effect of cycles and their average
pressure level on the system’s behaviour.

The cyclic loadings always start with unloading ame divided into two stages: the period of
each of the 6 first cycles is equal to 50 min (idev to take photographs for further applying
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the DIC); then the period of each of the next 4dley is reduced to 20 min.The increase of
the pressure up to 30kPa after the applicatioh@ticles enables to analyse if the behaviour
of the structure changes after a certain historgyofic loading.
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Figure 4 Applied pressure on surface vs time for the threeests

MONITORING RESULTS

The effect of applying cyclic loading on the sturefs surface is examined by comparing the
cyclic test results to the reference “Monotonicstteesults. The effect of the stress level at
which the cycles are performed is highlighted bsnparing tests “Cyclicl” and “Cyclic2”.

The distribution of the load at the top of the faentral piles, not presented in this paper, is
found to be homogenous - the maximum difference/éen the force measured at top of each
pile and the average force does not exceed 10%%.dssumed that the distribution is also
uniform on the outer piles (the box is made of sthauetallic walls in order to prevent as
much as possible friction with the soft soil andR)T

Figure 5 shows the evolution of the average forc¢he head of the four central piles (Figure
2) for the two cyclic tests “Cyclic 1A” and “Cycli2A”. The force values presented during
the cycles are only the values obtained at theoérach cycle (when the applied pressure Pm
is maximum). After applying 50 cycles, the averégee is found to be larger by 35% and
25% of its value before applying the cycles, indeé€yclicl” and “Cyclic2” respectively.
This means that during the cycles, more loadsraresmitted to the piles so less pressure is
applied on the soft soil.
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Figure 5.Average head force vs time

Average force at the
head of the piles (N)

The efficiency Efor each pile is defined in Eq. (1) as the ratiale load measured on the
pile i (k) to the total load applied on a unit cell around pile of area A = s2 = 0.04 m2. This
total load is the summation of the dead load DLjcWwhs the weight of the LPT, the rigid
plate and the water inside the loading membranss tble live load LL which is the overload
at the surface (LL = Pm x A).

E = Fti (l)
DL+LL
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Figure 6 shows the evolution of the average efficye(average of the four values of Ei) for
the three tests at different steps of the experintgy comparing the test “Cyclicl” with the
reference test “Monotonic 1”7, an increase of therage efficiency due to the cycles up to a
value around 1 is observed for Pm = 10kPa. Thisease reflects an increase of the load
transfer onto the piles due to the cycles. Afteplypg the cycles, when increasing the
surface pressure up to Pm = 20kPa, the efficieecyeses down to the same value found in
the test “Monotonic 1” for the same applied surfpoessure. We can observe the same trend
for test “Cyclic2” where the cycles lead to an emse of the efficiency up to a value about 1,
followed by a decrease down to the same value fourie test “Monotonic” for an applied
pressure Pm = 30kPa. These observations demontteatthe efficiency increase due to the
cycles is not preserved when a larger surface press applied. Therefore, the history of the
cyclic loading seems to have no more influencehmnload transfer when applying higher
values of surface pressure.
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Figure 6.Average efficiency evolution of the 3 tests

The comparison between the cyclic tests resultenms of soft soil settlements on Figure 7
(Disp3 is the settlement measured in the centréhdygensor D3 presented in figure 3) shows
an accumulation of settlement during the cyclesh\@idecreasing rate, where approximately
50% of the total settlement accumulation takesepldigring the first 6 cycles and without
reaching stabilization at the end of the 50 cyclé&fe accumulation due to the 50 cycles in
the test “Cyclicl” is about two times larger thare taccumulation measured in the test
“Cyclic2”. In fact, the settlement increase is dqtea8.5mm during the 50 cycles in test
“Cyclicl” and equal to 4.5mm for test “Cyclic2”, wdin means that when same amplitude
cycles are applied at a higher load level, ledteseént accumulation is obtained.

It is noteworthy that the accumulation of the saténts happens during the loading phase
when the applied pressure is around its maximuminQuwnloading, the settlement does not
present any evolution.

Figure 7 also gives the settlement results for tds “Monotonic”, where no cycles are
applied. After applying the cycles in the two teé€lgclicl” and “Cyclic2”, the increase of the
applied loadPm up to 30kPa leads to a final settlement Disp3 kguthe value measured in
the test “Monotonic”. Therefore, the effect of tbycles in terms of settlement accumulation
seems to be erased by the increase of the pragsucea higher value than that experienced
previously (here Pm = 30kPa).
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The experimental results based on the sensors fhednois to measure and analyse the forces
at the head of the piles and the settlements atTiRebase. The following part of the paper
consists in an image analysis using DIC that péechitis to visualize the displacements fields
inside the LTP in order to better understand theharisms taking place inside it.

IMAGE ANALYSIS

The model side window and the four semi-piles asighed to visualize the displacement
field, permitting a qualitative analysis of the rhanisms taking place inside the soil and
especially inside the LTP. Photographs are takeouth the window made of Plexiglas
(Figure 8).

The image analysis can be achieved with the agjgicaf a new approach able to assess the
2D motion of rigid bodies in a granular layer (Caménd Richefeu, 2013). It enables to
investigate the mechanism of load transfer by amadythe kinematics of the grains inside the
granular layer during monotonic and cyclic loadifgis technique is named Particle Image
Tracking (PIT), and is based on the Digital Imagerr€lation (DIC). PIT analysis is
performed during the first six cycles of each teResults of the test “Cyclic 1A” are
presented.

In order to represent the vertical displacememd fieach grain of the LTP is represented by a
polygon (Voronoi cell) and coloured according te @orresponding vertical displacement.
Figure 9 represents the vertical displacement #sfolution during the first six cycles, taking
as a reference state the end of the 3 hours ofdl@ling. The white cells are the grains
“lost” during the application of PIT (because th2ero-mean Normalized Cross-Correlation
ZNCC is smaller than 0.7, chosen a quality thredhol
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The settlement accumulation during the cycleseasanty highlighted between the semi-piles.
We also observe that the parts of the LTP direettypve the piles present almost no
displacement - equal to a maximum of 0.3mm forgtens situated directly above the piles,
at the end of the sixth cycle - compared to theimam displacement between the two semi-
piles, at the LTP base, found equal to 5mm at tite & the sixth cycle. These stationary
masses above the piles could function as vertid@nsions of the piles inside the LTP. As
these zones extend almost up to the slab base leweluld explain the high values of the
measured efficiency using the force sensors upgwalue of 0.98 at the end of the 50 cycles,
where the surface loading is transmitted from tab directly to the pile heads through these
stationary zones.

By comparing the settlements in the LTP at differdistances from the LTP base, no
horizontal line of equal settlement could be obsdrvTherefore, the upper plan of equal
settlement is considered to be the ground slab.leve

In fact, the maximum vertical incremental displaesatbetween the semi-pilead ) reduces
from one cycle to the otheAd = 1.4mm during 3 cycle; 1mm during 2 cycle; down to
0.3mm for &' cycle). This is in good agreement with the restdtsd on the central part of
the model, using the displacement sensor, where oaserved an accumulation of
displacement that follows a similar decreasing (a3 = 1.2mm during % cycle; 0.9mm
during 2 cycle; down to 0.4mm for's cycle (Figure 7)).
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The study of the horizontal displacement field dgrthe first six cycles shows that the zone
between the two semi-piles, where the vertical ldsgments are maximum, and the zone
above the pile, have almost no horizontal displasdms (value less than 5% of the
settlement). Figure 10 gives an example of a hatadisplacement field. This figure shows
two parts presenting the same horizontal displaograt in two different directions. The
accumulation of the horizontal displacement dutting cycles was found to be very small
(10% of its initial value after 6 cycles) due tethresence of the side walls that prevent the
accumulation of horizontal displacements (whichas the case of the vertical displacements
where the LTP lays on a compressible layer) ancefbee it is not presented in detail in this

paper.
: . %v::nm-
“ ‘. <

e

Figure 10Horizontal displacements at the cycle n°6 of the $¢“Cyclicl”

CONCLUSION

A 1g three-dimensional physical model was develdpearder to study the technique of soill
reinforcement using rigid piles. A series of testsre performed to investigate the load
transfer mechanisms in the LTP under low frequen}ic surface loading. The tests show
an accumulation of the settlement during the cyuligs a decreasing rate without reaching
stabilization at the end of the 50 cycles. Bothrunsentation and image analysis are in good
agreement with those results. The application efadycles leads to an increase of the system
efficiency up to a value around 1. The image amslysoves to be effective for the
displacement field analysis. It effectively showatienary masses of soil above the piles,
which could work as pile extension up to the sktplaining the load being transmitted from
the slab directly to the pile through these moegslzones. This laboratory model permits us
also to perform tests with different LTP thicknesse order to investigate its effect on the
load transfer mechanisms. In this regard, anotbges of test was undertaken using a LTP
thickness of 0.1m. Although the similarity betwdba model and the prototype is not strictly
maintained, the experimental results are usefulgam a better understanding of the
mechanisms in the load transfer platform undericyohding and can be used to develop or
verify the validity of theoretical or numerical rhetds. It also permits the constitution of an
experimental database for performing a parametiiclys with a continuum numerical
modelling with the aim to extrapolate the resultsdal scale structures.
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ABSTRACT

The soils improvement with calcite precipitationtatgsed by
bacteria is a promising technique for the reinforeat of the
hydraulic structures, potentially subjected to iin& erosion
and liquefaction of their foundations. It needssitu injection

solutions carrying selected microorganisms and ofedm
reagents in the aimed structure. However, thordaghstudy
must be completed before applying this techniquex ifull-

scale, to determine the applicability conditionstlus process,
and to validate its effectiveness in terms of mada

behaviour. This work examines the microstructunapprties
changes, and its influence on the mechanical bebavof

biocemented soils. The microstructural propertied

biocalcified porous media will be characterized3D using

nanotomography observations. In this context, tipatial

distribution of different phases (pore, calcite) t@rms of
volume fraction will be investigated; also the otmtion of
calcite bridges between grains (structural aniggfravill be

guantified, depending to the injection conditiohke structural
changes influence on the transport properties (pabilty,

dispersion) will be also quantified. Triaxial tegif static and
dynamic loading; under drained and undrained cardtwill

be carried out, followed by continuupCT observations to
analyse the mechanical behaviour of treated soitss tests
programme will explore the relationship betweenrostructure
and bio-hydro-mechanical behaviour of bio-calcifipdrous
media, and also will evaluate the effectivenessthef bio-

reinforcement method.
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INTRODUCTION

The geotechnics is an old discipline but constaetiglving by the time, in the focentury,
Coulomb and Rankin developed a calculation methmdsed on mathematics and physics.
The geology, chemistry and mineralogy are alsontala part in this development from the
20" century. Recentlythe use of biological processes in geotechnicgicpéarly for soil
reinforcement found a strong echo in the scientbnmunity. Nowadays, the harnessing of
biological processes in geotechnical engineeringmses to be the next transformative
practice, due to economics and environmental fadqtditchell & Carlos Santamarina, 2005).
Numerous promising methods of bio-reinforcement iateoduced in the literature, given
their profitability and efficiency, especially aare depths, compared to other techniques
(Dynamic compaction, chemical grouting) (lvanov &g 2008).

The Management of hydraulic structures (dikes, damsa major challenge from the
perspective of public safety. In France, thesectires are mostly more than 50 years and
locally present pathologies related to their agibich can eventually lead to their failure.
The evolution of the current regulations requirehanced monitoring of these structures
(particularly vis-a-vis the seismic hazard andititernal erosion) and their treatment in case
of proven risks. Biocementation may present anoggohl and profitable solution for the
stabilization of these structures, but this techaidias not been developed yet for in-situ
applications. Currently, many research projectsigiteated in Europe and internationally to
develop a reliable and durable technique. The ptafeBOREAL » (Bio-renforcement des
OuvRagEs hydrAuLiques en remblais) was launch&Did in France, in order to extend this
new biotechnology application to the reinforcemehtydraulic structures in charge, using
the MICP process (Microbial-Induced Calcite Prdeipon). This project brings together all
the skills needed to overcome technical proble®R(3. THE, Micro-bio-geology laboratory
of Angers University, CNR, EDF, Soletanche BachgomghyConsult and ENOVEO), 3SR
will study the mechanical aspects of the biocalaifion process at the macroscopic and
microscopic scale.

BIOTECHNOLOGY IN GEOTECHNICS

The bio-geo-technology is a branch of geotechriies tises biological applications to solve
geotechnical problems. However, at present thikl freainly related to site applications
(slopes coverage by vegetated soil), for strengtigeagainst erosion, slipping and reduce
water infiltration. These techniques are advantageeconomically, environmentally and
aesthetically (Karol, 2003). The geo-microbial tealogy is the new emerging branch of bio-
geo-technology, wherein the microorganisms are jamgamponent. At present, there are two
major directions in construction microbial bioteology: (1) the microbial production of
construction materials and (2) the applicationaméroorganisms in construction process.
Many different biotechnological products for ciehgineering are developing, classified by
the results of the microbial treatment (Torgaklet2015) :
» Bio-aggregation of soil or particles is a processitrease size of the fine particles so that
water and wind soil erosions, sand movement, asagelust emission will be reduced.
» Bio-crusting of soil surface is a process to formmenal or organic crust onto soil surface
so that that erosion, dust emission, and watdtriion will be reduced.
» Bio-coating of solid surface is a process to fortayer on solid surface so that aesthetics
or colonization of surface will be enhanced.
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» Bioclogging of soil or porous matrix is a processfill in the pores and channels in
soil/matrix so that hydraulic conductivity of sal porous matrix will be significantly
reduced.

* Biocementation of soil or particles is a procesmtwease significantly strength of soil or
particles.

» Biodesaturation of soil is a process to decreaggatson and liquefaction potential of soil
through biogas production in situ.

* Bio-encapsulation of clay/soil/particles is a pregéo increase strength of soft clayey soil
through the formation of strong shell around a @ietsoft material.

» Bioremediation of soil is a process to remove palits from soil or immobilize pollutant
in soil before construction.

Despite the multitude of the bio-geo-technologyli@agions, the latest research focused on
two promising applications: Bioclogging and Biocertaion. Both processes effectively
replace other reinforcement techniques harmfuhéoenvironment and / or unprofitable.
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Figure 1.Schema of the of bio-geo-technology applications rtifunctionality in
geotechnics(DeJong, et al., 2011)

La bio-cimentation

Microbial cementation is a process of links creatisetween the particles which are called
"bridges"; these bridges are generated by thetinjegrocess of selected micro-organisms
and specific additives in the soil. This operat@mms to improve the soils strength, it is
considered as an effective solution for solvingos geotechnical problems:

* Internal erosion of hydraulic structures.

* Liquefaction.

» Landslide slopes.

* Swelling clay soils, etc.

This process is different from the organic-bindelneve particle formation of bonds is

performed by the cellular channels (such as the efigfc fungi, actinomycetes, and

heterotrophic bacteria). However, bio-binding does seem to be suitable for large scale
operations, because of their instability and thelility to be degraded by other

microorganisms. Therefore, only processes thatirateced by microbial activity, such as

oxidation, reduction, dissolution and precipitatiohinorganic substances in soils can form
stable and sustainable linkages between partitlaadgv & Chu, 2008).
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BIOCEMENTATION BY MICP (BIOCALCIFICATION)

The biocementation by the precipitation of calciwarbonate (CaCO3) is induced by
bacterial activities in the presence of other safsts (calcium and urea). This process is
called MICP or biocalcification; it generates thregystalline forms of calcium carbonate
(calcite, vaterite, and aragonite). The precipiatin this process occurs preferentially at the
inter-granular contacts. Indeed, the bacterialscate bound in locations of low shear forces
produced by the flow injection (Figure 2). This cgd@n increases the strength of the treated
soils without significant decrease in hydraulic doctivity (DeJong, et al., 2013).

Espace
intergranulaire

Figure 2.Biocalcification in inter-granular spaces and in gains cracks(Girinsky, 2009)

The biochemical reactions of this process is gagifollows:

Urease

(NH,),CO+H,0 ——— , c0,% +2NH, (1

2NHj+ 2H,0 —» 2NHJ +20H" (2)

CO, +H,0 <*— H,CO0; » H* +HCO; «— 2H" +COZ~ (3)
CaCl, +H,C0; —» CaCO; §+ 2Hd, (4)

2HCl + 2NH,0H ———» 2NH,Cl+ H,0, (5)

The total reaction:
Urease
(NH,),CO + 2H,0 + CaCl, »CaC0; |+ 2NH,C (6)
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The metabolic activity of microorganisms leads éarste enzymes such as urease, which is
able to hydrolyzing urea in the microbial cells, Bgcomposing to ammonia (NHand
carbon dioxide (C® (Eq .1), These chemicals products diffuse actbescell wall of the
microorganism within the surrounding solution (Fg3). Two reactions occur spontaneously
in the presence of water; ammonia is converted amononium ions¥H3) (Eq .2), and the
carbon dioxide balanced with carbonic acid, carb®rmans and bicarbonate (Eq. 3) depending
on the pH value, the enzyme carbonic anhydrase pfaaya role in the acceleration of this
reaction (Dhami, et al., 2014). The increase in y#ile is due to the generation of the
hydroxide ions @H ™) during the production of th¥H;. The enzymatic activity of bacteria is
promoted in alkalinity environment (pH: 8.5-10),0oducing the required carbonates for
calcite precipitation (Eq. 4) (DeJong, et al., 2010

Bacteria Cell: Sporosarcina pasteurii

v NH;-CO-NH; + H,0 = 2ZNH; + CO, q H 0
2

\ Ca®attracted
\ tocell 2NH;+ 2H,0 - 2NH,* + 20H

\ &6 L
~ €O, + OH" > HCOy

——
—

Ca¥*+ HCO; + OH = CaCO; + H,0

Figure 3.Representative schema of the chemical reactions rilng the biocalcification
(Dedong, et al., 2010)

A large family of microorganisms are able to proglucease, most research in biological
calcification usedporosarcina pasteur{formerly Bacillus pasteuri, in particular the strain
S. pasteuriiATCC 11859 (DSM 33), because of its high ureaswic(Ferris, et al., 1996),
also their ability to grow in basic media (pH ge¥athan 8.5) and in high calcium
concentration media (greater than 0.75 M) (Fernaedal. 2015). Other physiologically
similar species using for biocementation are th@asentatives of the genus Bacilll:
cereus(Castanier, et al., 200, megateriun{Bang, et al., 2001) and (Dhami, et al., 2014).
Some species are also halotolerant (adaptableryohigh salt concentrations) as those of the
genus StaphylococcuqStaphylococcus succinua particular, has great potential urease)
(Stabnikov, et al., 2013). However, the strairsobuccinuss usually toxic (Zell, et al., 2008).

Today, the MICP process still has many drawbadies:by-product of the hydrolysis of urea
(ammonia) is toxic and harmful to the aquatic emwment and atmosphere, and the high pH
which increases the risk of corrosion (Pacheco-dlo&y Labrincha, 2013). Therefore, it is
necessary to continue research on MICP and on gpestof biocalcification in order to
overcome these disadvantages.
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EVOLUTION OF BIO-CIMENTED SOILS

MECANICAL PROPERTIES

The Biocementation has been used since 1999 toamnithe facades of historic buildings, by
recreating a "cullet" composed of calcium carbon&be sustainable protection of stone
attacks and damages. In geotechnics, there are rbaniggical applications of soll
reinforcement by biocementation. These methods)aredapted for large scales conditions
and for some specific issues (e.g. the mitigatiosod liquefaction).

Laboratory tests were conducted to evaluate theease of soil mechanical strengthening
with biological cementation process. A direct nelaship between the amount of precipitated
calcite and the shear strength determined by diamexial tests. Otherwise, large treatment
heterogeneity in the used columns was found (Whiét al., 2007) (Figure 4).
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Figure 4.Calcium carbonate (*) and strength (¢) profiles along the column lengtt
(Whiffin, et al., 2007).

In 2006, (DeJong et al) showed that the treatmérgaads through this process provides
greater shear strength than treatment with gypddeddng, et al., 2006). The biocement
degradation was followed by measuring the shearewalocity (Vs) for both types of
treatments. These measurements show the existéreesimilar failure behavior between
these two types of treatments (rapid degradatioobiserved in the 1% of axial strain,
followed by a progressive deterioration) (Figure Blontoya also showed that loose sand
after biocalcification acquires the strength of se2esand in triaxial tests (Figure 6) (Montoya,
2008).
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Figure 6.Comparison of undrained triaxial tests for different states of sand (loose, dense
and biocalcified) (Montoya, 2008)

Various laboratory works also showed a significaictrease in the compressive strength of
biocemented soils (Chu, et al., 2013) and (Al Qgb&rSoga, 2013), without knowing the
cement degradation mechanism. Montoya (2012), gesvia simplified illustration of the
failure mechanism of calcite bridges under loadiRgure 7), which represents a coupling
between two bases failure modes (calcite-calci @alcite-silica) (Montoya, 2012). This
mode failure has been shown by microstructural masiens on SEM and X-ray tomography
(Montoya, 2012).

Failure Mechanism Alternatives

Calcite-Calcite Calcite-Silica

~N

Actual

Figure 7.lllustration schema of calcite bridges failure mechnism (Montoya, 2012)
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Specific problems

Research Works on soil strengthening by biocemientadn more specific problems (e.g.
Liquefaction) has also been made. Burbank (201tfjopas in-situ treatment followed by
CPT (cone penetration test) measurements (Figuré &0 showed a significant increase in
the tip resistance relative to the initial stated aestimates an increase in liquefaction
resistance of about 3.5% (Burbank, et al., 201h)s Tesistance is then demonstrated by the
use of geotechnical centrifuge test (designedd@mnsic simulation), which determine that the
MICP reduces pore pressure and settlements, tmereéaluces the soil liquefaction risks
(Montoya, et al., 2013).
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Figure 8.Tip resistance and precipitated calcite percentagéBurbank, et al., 2011)

Tests carried out by Soletanche Bachy on biocaltifiamples on scale model were qualified
as a non-erodible soil up to a minimum speed afimd® cm/s, as a result of JET erosion test,
whereas the untreated original sand was erodildespeed of 2 cm/s.

CONCLUSION

The soils improvement method by calcite precipiattatalysed with bacteria is a promising
technique, in the field of hydraulic structuresws@ty, potentially subject to internal erosion
and liquefaction. More advanced works on the biclalggeotechnical applications is possible
through a variety of research, especially in stileeiging by biocementation. However,
serious challenges remain unsolved, preventingléwelopment of such processes in large-
scale. The main challenge in this process is therbgeneity of the treatment; this
phenomenon is related to several factors (theiloigion of bacteria and nutrients in the solid
skeleton, the viscosity and density of the injectetlition, the size of the bacteria compared
to the soil pore size, and the existence of a wier, etc.). Before the application of the
process in full scale, a fundamental research iis reeded to define the conditions of
applicability of this process, to validate its efigeness in terms of mechanical behavior.
Specific tests for each issue will be conducted tlurther investigation of microstructural
properties changing, and for determining possiiolies| between the microstructural changes
and the mechanical behavior.

Most of the research works performed to date haaided on the implementation of
biogeochemical processes for soil properties imgmoent. On the other hand, the
achievement of an in-situ treatment is only thstfstage of technique development, whether
mechanical or bio-geo-chemical durability over tiree (e.g. water saturated with carbon
dioxide) should be studied.
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A complete modeling of the process is essentiafuture in-situ applications; current models
can predict the spatial distribution of calcitedahe mechanical behaviour of treated soll
(Dedong, et al., 2013). Nevertheless, to perforrmomplete model of this process, it is
important to precisely characterize: biogeochemiczéctions, small-scale biochemical
processes (e.g. microbial growth, enzyme levels,pgaduction, etc.), local changes porosity
(and hydraulic conductivity), saturation and degtaxh processes in treated soils. Spatial
variability of microbes on the surface of soil paés, and the identification of the appropriate
transition between discrete and continuous scalpaisicularly challenging, because the
biogeochemical processes occurring at the microostale.
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ABSTRACT

The retention of water in soil is one of the mammeerns of soil
mechanics. Suction implies negative water pressuperes for
unsaturated soils. The existence of such presmpkcates that
water can sustain tension meaning that its nudeas avoided
through the shape of the soil skeleton. Under tlteselitions,
there is a competition between nucleation and rtiryeduring
the desaturation of soils, ruled by Laplace’s land ahe
classical nucleation theory (CNT). Nucleation alstes the
gravimetric water content in pores not in direatte@t with the
boundary condition surrounding the soil. Moreovs bverall
use of methods such as axis translation modifiessthl water
retention through restrained nucleation and in@eas the
adsorption film thickness. The soil water charastir curve is
hence modified.

INTRODUCTION

The retention of water in unsaturated soil is dedeby the interaction between different phases.
The equilibrium of air, water, vapor and soil (oe) particles leads to the capillary phenomena
usually termed as suction. This component, defingedthe difference between air pressurg (u
and water pressure ), is widely used for the description of the medbahresponse of soils.
The value of suction ranges from 0 to 10 MPa adogrtb most reviews (Fleureau et al. 1993).
The French ANR project TerreDurable (Boutonnieale2012) is dedicated to the study of fine
grain soil for the construction of embankmentyjaibn where the soil is typically unsaturated
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(Pendular to hygroscopic domain). Although someceom have been made regarding such
suction values and their actual mechanical effecsal (Baker & Frydman 2009). This paper

presents the mechanical response of water at megatessure through its capillary pressure and
nucleation process. Corresponding physical phenomdeads to desaturation. Furthermore
desaturation at a single pore scale will be exadifiéen evolution of porosity and behavior

associated is discussed. The absolute pressusedswith a vacuum pressure equal to zero.

THEORICAL BACKGROUND

Suction classical definitions

Suction is given through equation 1:

s=u, —uy 1)

This difference in pressure is attributed to therifiace between liquid and water vapor. The
progressive decrease of the number of moleculgs fiper layers leads to disequilibrium of
the stress tensor at the interface between liquitigas. In order to re-equilibrate the tensor, a
tensile stress appears in the interface which iwecuTaking into account the interface
between water and soil, in accordance with theimgetingled of the soil, leads to Laplace’s
law (equation 2).

(md/4) P, Tl

S&@ b lJ Iﬂm

2y p
(md/4) P, f xd |

Figure 1 Measurement and correspondence between suction apdre size

_ 20.c0s@)
=== )

C

whereo the superficial tension of water (0.728 kN/m) awthe radius of the meniscus. This
radius can be assimilated as the porosity radidsdafines the air entry value of a pore. For
soils interacting with watef, is equal to zero. The chemical equilibrium betwkegmd water
and vapor in the air through the interface leadKetvin’'s law (Eg. 3). That determines the
value of suction in reference to the relative hutyidf the air (Bear 1972).

= 2u .Ln( Jug j 3)

Upsat

where g the pressure of the gaseous wat@gslhe saturating vapor pressupgy water
liquid density, R the perfect gas constant, T #gragerature in kelvin, and M the molar mass
of water; WsatiS @ function of temperature and is equal to 2a3&P20°C
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Classical methods to control suction

There are three methods to maintain a fixed le¥aluction in a soil sample. The first one is
axis transla-tion. The soil has to sustain a aentalue of air pressure that trigger the air entry
for a given pore size. This method is also useninfarove the meas-urement of suction as it
increases the pressure value of the pore waterhande allows better measure-ment. The
second method is the osmotic method. The satusaiedample is put in a membrane, and then
is placed into a liquid with a given concentra-tafrPolyethylene glycol (PEG). This leads to a
negative pressure in the pore water due to thereffice in concentration between pure and
saline water. The last one relies on Kelvin's I8y.controlling the ambient humidity of the air
surrounding the soil, the suction is controlledeTéquilibration of the soil with the relative
humidity is rather long. Figure 2 summarizes theasueement methods depending on the pore
size.
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= [ Terra-cotta |
JF, Datan, Equilbre et trandferts en milieux poretk

Figure 2 Measurements and correspondences between suctiondgpore size (Daian, 2013)

WATER PHASE CHANGES AND NEGATIVE PRESSURE

Pressure values in water

Suction in the range above 80-100 kPa are oftererebd, measured and calculated
throughout literature. Romero et al. (2011) presaiues of suction in clayey soil up to
500kPa. Alonso et al. (1990) use constitutive medath admissible suction up to 300kPa.
Cui et al. (2005) use values between 100 kPa andaridr their field simulation. Ridley &
Burland (1993) developed a tensiometer to measwtos up to 1.2MPa. Delage & Romero
(2008) use values of suction control up to 100MBiagivapor control. At 80kPa, clays are
nearly saturated and tend to be in the hygrosadmieain (D2) (Boutonnier & Virollet 2003).
Considering a volume of water at a temperature(3fC2 the action of increase its suction
above 99kPa is equivalent to decrease the watasym® under 1kPa and would produce
cavitation, according to the phase diagram of wgiiy. 3).

91



>

Pressure

Other states

200 MPa —
Liquid
Solid

100 kPa

1kPa

Vapor

1Pa P>

0 20 100 Temperature (°C)
Figure 3.Phase Diagram of the water substance

Moreover, another theoretical point concerns sactaues above 100 kPa under atmospheric
pressure. At such a state, the capillary presssireepgative, and lower than the vacuum
pressure, which is theoretically impossible acaoydio the phase diagram (Fig. 3). These
concerns have already been addressed by Bakerdatary (2009).

Van der Waals forces in liquids

When the suction increases, the water pressureedseas. Ultimately, water has to sustain
negative pressure. The fluid is then in tensiore fidason of such phenomenon is found in the
intermolecular forces. The perfect gas equation @cgives the relation between pressure
and temperature with n the specific volume:

Uyg = NRT (4)

This equation depends only of the kinetic forcemofecules and their capacity of movement
(degrees of freedom). These forces define the presds gases in a finite volume. In liquids
or solids, other forces alter the equation. Molesulend to attract each other’s in different
manners depending of the links between them. Tfases can be classified in two sorts,
weak and strong bounds. In the case of water, thie timk between molecules is generated
through van der Waals forces. The equation becdfagemtion 5 with ) the pressure of
liquid water:

U, = NRT —u, (5)

where yy the internal pressure of the fluid generated leyititermolecular attraction forces.
For liquid water at standard conditions for tempa® and pressure (20°C, 101.325 kPa),
with a density of 1000 kg/m3, the value qf is equal to 135 MPa;# is hence equal to
134.9 MPa. The internal pressure plays the rola oéservoir of tension applicable to the
fluid. This explains that a fluid can sustain négatpressures as long as nucleation is not
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triggered. The liquid sustains a slight dilatatiorder negative pressures due to the increase of
its intermolecular distance.

Classical nucleation theory (CNT)

Different theories of nucleation are available.tlis paper, the Caupin & Herbert (2006)
theory has been used. Nucleation corresponds ®nvaphase. The energy needed to create
this phase can be divided in two different partse Energy to create a given volume of new
phase (vapor phase) and the energy needed to emeateerface between an existing phase
and a new one (Eq. 6):

4 3 2
W= Emc (Upg ~ Upsad) + 4mC g (6)

where ¢ is the critical radius of the bubble createdhe superficial tension of water,d:the
saturated vapor pressure ang thhe pressure of the liquid. The competition of ifkerface
creation and the vaporization leads to an enenggghiold for nucleation (Eq.7):

e o167 o -
° 3 (uwsat ~ Uy )
_ 20
e =—— (8)
(uwsat ~ Uy )

The critical radius of the bubble can be extrammladtom Laplace’s law (Eq.8). The critical
radius represents the minimum size of the bubbémdd there is a minimum volume of vapor
to be created in order to nucleate has shown urdigt. The nucleation occurs only when
enough space is offered for a bubble. This assomgkepends of the wetting potential of the
surface of the porosity. For a non-wetting defectlee surface, the bubble needs less work to
appear since the interface on the defect al-rexistse(Rasmussen et al. 2012). Wetting
defects in soils are uncommon.

-+ Liquid dilatation

-- Bubble volume
— Sum of both

Volume . :
mncreasing -
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_ . Pressure . .
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Figure 4.Dilatation and nucleation, with interpretation of the minimum bubble volume
(Daian, 2013)

93



DESATURATION OF SOILS
Nucleation versus gravimetric desaturation

When a soil dries, two phenomena are in competitioncleation and gravimetric
desaturation. It can be obtained through differarthods, for example, using osmosis. The
water content of a pore is governed by two laws:G@NT laws and the Laplace's law with the
air entry in the pore. Then two desaturation raskist (Eq. 2, 8). The values of the
corresponding capillary pressures to empty a gp@osity are presented in Equations 9 and
10.

Laplace _ 20
Uy =Ug — r_ (9)
c
CNT _ 20
Uy Uysat = (20)

Since ysat(2.34 kPa at 20°C) is lower than the air pressinenucleation occurs always after
the air entry in a given pore, of a given size.urgy5 gives a representation of this
phenomenon and shows that when lower values ofl@gppressure are reached (s ~ 10
MPa), nucleation and gravimetric desaturation oaoemrly simultaneously and cannot be
separated. Moreover nucleation cannot occur farevaf suction smaller than ~105 kPa.
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Figure 5.Nucleation versus air penetration under osmotic deggssion (4 = 100kPa)

Nucleation in saturated hidden pores

The main concern lies in the phase change of watéidden pores along the desiccation
path. Hidden pores are not in direct contact with exterior. Their internal pressure is
dictated by smaller pores in interaction with thmubdary conditions of the soil (suction,
hydrometric control...). Therefore, hidden pores arstain water pressure lower than
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expected from their air entry suction. Water igpp@d until the smaller pore is emptied.
Considering a homogeneous water pressure, butgtaidgoount of the CNT, nucleation can
occur with the following two provisos: Sufficientlpw pressure and suitable volume for the
bubble. For the given succession of porosity preserffigure 6) Table (1) shows the
comportment of the water and its possible nucleatio

Table 1.0ccurrence of nucleation in given pore successionrfu, = 100 kPa
N°®  Size Suction  Uyraplace UweNT Rane Nucleation

nm MPa MPa MPa um
1 0.100 1.46 -1.36 -1.45  0.107 No
2 0.110 1.32 -1.22 -1.32  0.107 Yes
3 0.150 0.97 -0.87 -0.97 0.107 Yes

Figure 6a shows the form of the proposed poroskigrwempty. Pores of three diameters are
defined and numbered from 1 to 3. At atmosphemssure, the water pressure in the pores is
homogeneous and equal to the pressure assignéeé sntallest saturated porosity (1). The
given values of y Laplace and suction for (2-3) represent their hmtiden behavior. Thewu
CNT values give the minimal pressure of nucleatmnthe pore radius. For a pressure at -
1.36 MPa, the radius of nucleation is 0.107 um.ddahe two pores whose radius is larger
than this value nucleate. On the other hand, thallenpore remains saturated as shown in
figure 6b.

Effects of Axis translation on nucleation

The main concern on the uses of axis translatids tendency to modify the phases of water
for a given suction. The method is used in mose dasenable the direct measurement of
suction using a classical tensiometer or to corheloverall suction of a sample of soil. The
aim is to keep the value, v u, the same but with increased values ghance of y. This
leads to a modified nucleation, as presented ile t&) and (3). The porosity is kept the same
as in table (1) as well as the values of suction.

The table shows that axis translation tends to fydte phases of the water in the soil. In
natural conditions, the pores would all be emptg tuthe cavitation of its water. Using air
pressure such as table (2) or (3) leads to anaseref the water content for a given suction.
Table (2) would then correspond to figure 4c arudetd3) to figure 4d. Hence the water soil
characteristic curve is modified from its stateondinary conditions. Moreover, under these
conditions, the nucleation would need more workdour. Figure 7 shows the modification in
minimal diameter required to nucleate a hidden pore
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Figure 6. Example of a succession of porosity: (a), desatued; (b) and (c),
partially saturated; (d), saturated

Table 2. Occurrence of nucleation in given pore series foru= 250 kPa

N° Size Suction Uy faplace Uy cnT Raone Nucleation
Lm MPa MPa MPa um

1 0.100 146 -1.36 -1.45  0.12 No

2 0.110 1.32 -3.32 -1.32  0.12 No

3 0.150 097 -0.71 -0.97  0.12 Yes

Table 3. Occurrence of nucleation in given pore series foru= 500 kPa

N° Size Suction Uy lgplace UwcNT Ruue Nucleation

nm MPa MPa MPa nm

1 0.100 146 -0.96 -1.45  0.152 No
2 0.110 1.32 -0.82 -1.32  0.152 No
3 0.130 091 -0.47 -0.97  0.152 No

£ 1000 :

1) 1

9 1

2| e -' .'
z = Airat 500 kPa ! 1
= ! !
] ! I’
: : ;
i I /
g B /

g 7 : I

a ; J/

g ’ N ’

«:g 7 ’ .". ///

= - i

S e S e -

% 100 | = R T e U S = = = T

8

3

;‘g

& 10 100 1000

Size of the pore in contact with the exterior (nm)

Figure 7. Minimal size of the hidden pore for nucleation tooccur (expressed in percent of the
contact pore)
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Adsorption film behavior

Water droplet in contact with a solid behaves défely depending of the wetting capability
of the surface. For the soil, the main problem eons clays. The potential of a surface to
attract water can be explained through van der ®Vemkes. For a wetting solid, gaseous
water molecules are attracted by the surface aoptdde configuration of a film (fig.8).

Adsorbed
Film

Liquid
water
Uy

Solid

Case 1

Figure 8.Definition of the adsorbed film : Case 1: in liquidwater with growing bubble (nearly saturated);
case 2: in presence of atmosphere (nearly desatueaf)

The potential energy of water adsorbed by a plamace, ¢ 5 can be calculated with the

addition of non retarded van der Waals forces aadid to Hamaker’'s potential (Maugis
1980) defined in equation 11.

_ Al 11
4Ila 67 d3 (11)
with A = 6.10-6 J known as the Hamaker's Constautk @ the thickness of the adsorbed film

(Frydman & Baker 2009). This potentigh is in equilibrium with the chemical potential of

vapor water in aifc given in Equation 12. This equation is admissibieer the hypothesis
that air and vapor behave like perfect gases.

v, =215 [In(u”a j+ In(xwvapq (12)

wsat

with uwsar the saturating vapor pressure, air pressure, andwp the proportion of vapor
molecules in one mole of air. Combining the two ans gives the thickness of the film
depending of the pressure of vapor as shown imdi§u
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Figure 9.Film thickness increase versus vapor pressure fx =1)

Equation 12 shows the importance of the air pressuga soil when analyzing its capacity to
retain water at low saturations (pendular domahs)the atmosphere is a mixture of air and
vapor, doubling the atmosphere pressure, for examyth axis translation, results in

doubling the vapor pressure. It corresponds tosatheérmal compression of the mix of the
two perfects gases. Although, that increase ofspresdoes not affect the value of the
saturated vapor pressure which only depends of éeatyre. Hence doubling atmospheric
pressure leads to doubling the relative humidits) @¢fined in Equation 13.

ua vaap
Hr = u— (13)

wsat

The changes in relative humidity by an increas@retsure affect the thickness of the film
through equation 12 as shown in table (4).

Table (4) displays the increase/variation of ttha fihickness and relative humidity when the
atmosphere pressurg increases. Hyi: represents the relative humidity when the systeat |

Ua = 100kPa. Wap and xwap are the vapor pressure and proportion of the ratkuded from
Hrinie. Hrar and uwwap ar are the value calculated when applying axis tediwsl. d is the
thickness of the film. Any increase in pressur@iolosed container results in an increase of
the thickness of the adsorbed film. For soil nessaduration, the use of the axis translation
produces an increase in the water gravimetric cinte
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Table 4. Thickness of adsorbed layer with axis translation

U, I_h.i.njt uu't'ap xwvap H-[.AT uu'i'ap AT d
MPa % kPa % % kPa nm
0.10 10 0.230 21.7
0.25 10 0.230 0.230 25 0.575 25.7
0.50 50 1.150 324
0.10 30 6.900 26.9
0.25 30 0.690 0.690 75 1.730 43.4
0.50 100 3.450 -
0.10 45 1.040 309
0.25 45 1.040 1.035 100 2.590 -
0.50 100 5.180
CONCLUSION

Through classical nucleation theory and the progeidf van der Waals forces, the phase’s
change of water in soil has been described. Thstenge of water at negative pressure is
defined by its intermolecular forces of attractidmut such negative pressure is admissible
only until nucleation. Regarding porosity direcitycontact with the atmosphere, nucleation
is always preceded by air entry. Then, the two phemna are triggered nearly at the same
time for high suction values.

Contrary to the previous statement, most poresiaren direct contact with the ambient air
and behave accordingly to smaller pores in comattt the larger pores and the exterior. The
CNT shows that those pores nucleate under nornmaditons while the smaller pores keep
saturated. The use of axis translation generageprigsence of water in pores normally filled
with vapor, for equivalent values of suction.

For nearly desaturated soil, the behavior of theodzbd water is defined by the attraction
between soil and water molecules. The equilibriumh the vapor pressure in the ambient air
defines the film thickness. The use of an isothérooapression through axis translation
generates changes in its thickness by an incrdaséatve humidity.

Those two phenomena lead to a modification of thié water characteristic curve. The
present analyses of the behavior of water in se#dnto be ex-tended through another
nucleation theory (spinodal theory). Then the glowt the vapor bubble until its interface
reaches the soil inner wall shall be ad-dressedth&umore, the real prevalence of these
phenomena should be quantified.
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ABSTRACT

Suffusion is the process of migration of fine paets in the bulk
of the soil under certain conditions. It is in tlead the
consequence of many mechanisms at the grain dtaleate
determined by the features of the soil (size distion, shape,
mass, void ratio) and of the carrier fluid (vis¢gsidensity,

hydraulic gradient).

Microscopic modeling (i.e. considering the time levion of

grains according to their mutual interactions dmalihteractions
with the fluid) can reproduce the complex microscogvents
that result on suffusion without the need to introel additional
phenomenological terms.

We use a microscopic hydromechanical model thatbooes
the distinct element method with the pore-scalé@dimolumes
method (the DEM-PFV) to go further on the undergtag and
description of suffusion in soils.

INTRODUCTION

The description of the process of internal erosiosoils is being object of great interest in
geotechnical engineering since it is one of thetncosmmmon cause of degradation of earth
dams and dikes. Moreover, its consequences maypéeially dangerous since internal
erosion is hard to detect in advance.

Internal erosion is referred to as the migratiorsoil particles caused by internal flow. It

includes the phenomena of piping (i.e. a continupyze is formed in the soil as a
consequence of the erosion of particles), contadi@ (occurring at the interface between a
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fine and a coarse soil layers) and suffusion (tigration of the fine fraction that happens in
the bulk of the soil). Our research focuses oridtter.

Suffusion is a complex phenomenon owing to therditae of the mechanisms involved. The
potential for internal stability is determined thetsize distribution of the material while the
onset and development of suffusion is governechbyhtydromechanical behavior (Moffat &
Fannin, 2006).

Therefore hydromechanical models are used to gtudyphenomenon. Their objective is to
capture the poromechanical effects that are thaltres the two-way coupling between the
deformation of the solid matrix and the fluid pneé®sin saturated porous media. To do that
they must consider (Herzig et al., 1970) the feztwf the carrier fluid (flow rate, viscosity,
density), the transportable particles (size, shapass fraction with respect to the total solid
phase) and the coarse skeleton (porosity, dianoétewnstrictions, size and shape of grains).
The hydromechanical models have to be able to dejgat least three possible microscopic
events that result on suffusion: the detachmefinefsolid particles from the coarse skeleton,
their transport by the fluid and their eventuatréition within the interstitial spaces of the
coarse skeleton.

The transport of fine eroded particles is a coneege of the flow. Even when from a

macroscopic point of view the Darcy's permeabibiyd the fluxes are supposed to be
homogeneous, the reality is that the geometricadlomness of the coarse skeleton at grain
scale induces randomness in flow velocities. Tloeeefthe transport of fines cannot be
exclusively described by convection mechanisms dmrhe kind of stochastic action is

needed.

The detachment of fine particles can be producelbtsl changes in the flow that introduce
perturbations in the local structures, but alsadbgradation or aging processes. The former
may be the consequence of changes in the macroscopditions (typically because of
variations of the hydraulic gradient).

Filtration may occur at different sites of the @maskeleton (surfaces, crevices, constrictions
and caverns). It may also be a collective evenwvlich several particles contribute to the
clogging of a constriction. The fluid pressure dinction may help fine particles be retained,
as well as other forces (van der Waals, electrdamical) may do when particles are very
small (Santamarina, 2003). Among the physical mees that may cause the retention by
making fine particles reach the retention sites sedimentation, hydrodynamical effects
(mechanical dispersion), direct interception (wkeparticle tries to pass through a smaller
constriction and gets trapped) and Brownian ditiasi

Suffusion is generally considered as a phenomeharacterized by a low kinetic. However
the filtration of particles may clog flow channeishat in the end affects the macroscopic
permeability of the medium. Furthermore, in somsesathe deposition of particles may be
very localized resulting on barriers to the flovathmay be the onset of a second erosion
phase, characterized by a high kinetic, and vemyresgive for the soil micro-structure.
Therefore this second erosion phase may be daméginge durability of water retaining
structures made of soil.

The aim of this research work is to improve the arsthnding and the description of the
suffusion in soils, identifying and analyzing ewtttat occur on the level of the grains.
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MODELING SUFFUSION

Macroscopic model

The macroscopic approach to suffusion embracesandsdopics like solute transport in
saturated porous media (Bear & Bachmat, 1991) osi@n problems (Vardoulakis et al.,
1996, Papamichos & Vardoulakis, 2005). Macroscopaziels of internal erosion regard the
continuum as a three-phase medium (solid skelétea,or transportable particles and fluid)
for which the corresponding mass balance equatomgestablished.

In the mass balance some source and sink termm@teled to account for the fact that
transported fine particles may join the solid staeand vice-versa. These phenomenological
terms, often called erosion and filtration lawse #ne macroscopic approach to deposition,
clogging and detachment mechanisms. They are yso#dired from experiments.

Microscopic model

The microscopic approach to suffusion computegtistion of grains (either coarse or fine)
according to their mutual interaction and theirerattion with the fluid, which is in turn
affected by the position of the solid particles.

An example of microscopic hydromechanical modeDEM-PFV, a combination of the
distinct element method, DEM (Cundall 1970), wilte tpore-scale finite volumes method
PFV (Chareyre et al., 2012, Catalano et al., POIHe former for the solid phase, and the
latter for the flow of an incompressible pore fluid

The DEM is used to compute the motion of each sphdicle of the granular material.
Particles are supposed to interact via short-rdoges, i.e. only via mechanical contact, and
the dynamics of the granular material is governgdNbwton’s equation of motion for the
center-of-mass coordinates and the Euler anglés pérticles.

Initially, the DEM was developed without consideyithe effect of fluids and was therefore
restricted to dry granular materials but more rédgesome coupled models have emerged to
consider the effect of fluid flows. Continuum-baseddels use continuum formulations,
coarse-grid meshing and numerical methods sucimés @lifferences or finite volumes for
the fluid phase. In contrast, micro-scale modetstmsed on a very fine discretization of the
void space to solve the corresponding Navier—Stgkeblem. Continuum techniques (like
the finite element method) or particle-based meshi@@dch as the Lattice—Boltzmann method
(Sibille et al., 2014)) are used to solve the equat These method have more computational
cost than continuum-based models because of theehigumber of degrees of freedom
associated to the fluid.

Pore-Network models, PN, are a good compromisedmtwnicro-scale and continuum-based
models, since they overcome the high computatioasi of the former, without introducing
all the phenomenological assumptions of the lakflereover, PN can describe accurately the
effects of fluid at a grain scale. In a PN mod@ toid space is represented as a network of
connected pores and throats, where the propertidseahroats are supposed to reflect the
effect of local void geometry on the flow. The paale finite volumes method (PFV) is a
PN model for incompressible flow in sphere packimg&hich the spatial discretization leads
to fluid elements whose sizes are of the same @sléne size of the solid particles.
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OBJECTIVES

Microscopic modeling may provide insight on suftusisince the complex events that occur
at the level of the grains can be reproduced. Utldsridea, we use a micro hydromechanical
model, the DEM-PFV, to study the phenomenon. We tie open-source cod¥ade
(Smilauer et al. 2010).

In particular we start with a microscopic modelhich the coarse skeleton is fixed while the
particles, driven by a stationary flow, can go tigb it. This simple case study may be useful
to understand the different stages of a suffusiocgss.

Microscopic modeling of transport of fine particles

Many macroscopic models consider a double schermemfection diffusion to explain the
transport of particles.

The coarse skeleton is in the end a topology oégpopnnected by throats of different sizes.
When the size of a fine particle is smaller tham $imallest constriction, the particle can be
transported with no limitation. In such case, fpaticles are usually assumed to travel at the
same velocity of the fluid (although its viscosihay be accordingly corrected). However as
the size of a fine patrticle is close to, but yetallen than the characteristic size of coarse
particles, pores or constrictions, the motion @& particle is marked by many collision and
rolling events, what make the mean convective wlanuch smaller than that of the flow.
As these events are perfectly reproduced in DEM-Rfedels, simulations (Fig. 1) may help
to measure the value of the convective velocitydifierent coarse skeletons, fine particles
and flows.

- TRANSPORTED

FLOW PARTICLE

Figure 1.DEM-PFV simulation of the transport of a small particle through a coarse and dense
skeleton produced by a stationary flow

On the other hand, diffusion terms try to take iatwount the randomness of the pathlines
caused by mechanical dispersion as well as moledifusion (in case of very small
particles). However Fickean terms works only formal diffusion, situation that needs to
meet some requirements that are not always satiffiefter & Sokolov 2005, Klages et al.,
2008). The processes of anomalous diffusion, egbbdiffusion or superdiffusion, are those
in which the mean square displacement of partidlesto random processes does not present
a linear relationship with time. The way in whidketdiffusion process occurs in a granular
material can be studied with the DEM-PFV sincdldves tracking the motion of transported
particles to carry out statistical analyses (Fig.2)
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Figure 2 Pathline of a small particle carried by the flow through a coarse and dense skeleton. X
is the direction of the flow (from right to left) while Y and Z are the perpendicular directions.

Microscopic modeling of filtration

When the size of a fine patrticle is larger than shellest constrictions but smaller than the
largest ones, the particle may be trapped by dinéetception at some point. The probability
of such an event depends on the constriction sstghiition, the size of the fine particle and
the travel distance. On the other hand collectiegging events can occur when many fine
particles run into the same pore or constrictioa, is is more probable with higher
concentration of them. These events of filtratian de modeled with DEM-PFV since
different coarse skeletons, fluxes and fine pasidan be used (and eventually many of them
at the same time).

On the other hand, the macroscopic permeabilith®fcoarse skeleton is intimately joined to

the features of the constrictions. Therefore asdhare clogged by fine particles that are
previously filtrated, the permeability is reducelhe permeability can be computed with

DEM-PFV since it solves the equations for the flaidhe pore scale. Furthermore, when the
permeability changes so do the fluxes. It coula &ls the cause of other events involved in
suffusion.

Microscopic modeling of detachment

Detachment events are much complex to be reprodubed very idealized models are used.
For example a particle that has been trapped tctdinterception will not easily detached

unless the direction of the fluid were invertediloe coarse particles were slightly displaced.
Furthermore, the geometry of particles play impdrtale on the stability of local structures.

Nevertheless, if these aspects are thoroughly takenaccount, DEM-PFV simulations can

help to understand the events of detachment andntheence of aspects as friction or

cohesion.
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ABSTRACT

The phenomenon of suffusion corresponds to theatiagr of
eroded fine particles in a porous media under tt®ra of an
internal flow. This mechanism could be the maingioriof
damage in embankments and earth dams. Many studies
done to understand the phenomenon of Suffusionsél n@rks
were based on a reconstituted model soil testedabiaratory
experiments. In order to represent as far as pestik in-situ
and real scale situation, a new experiment has Heeeloped
in 3SR Laboratory called the “Cross Erosion TeSIET). In
this new apparatus, a Plexiglas tank is equippeth wvo
boreholes to induce, during the test, an interrrakien of
"suffusion” type in a saturated soil (whether naltur model).
The flow rate, velocity, hydraulic gradient andbtdlity of the
extracted water are measured. Analysing these mezhslata,
we can detect the migration of fine particles ahdeove the
erosion in the test soil. Two aspects are preseritexd new
experimental apparatus and its first main resulsl @he
initiation of the numerical simulation of the intat erosion
phenomena using the code of “Comsol Multiphysid$3.

INTRODUCTION

Suffusion is a process of internal erosion wherigly grains are removed from a soil due to
groundwater flow. This causes a change in the hjdrand mechanical properties of the
soil. A schematic overview is given in Fig. 1. Thype of internal erosion is triggered in soils
which are subjected to a large hydraulic gradiést, levees or earth dams. This type of
internal erosion is still an active research topig, (Fannin & Moffat 2006, Bonelli & Marot

2008, Bonelli & Brivois 2008, Monnet et al. 201Reguin et al. 2010, Papamichos et al.
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2001, Vardoulakis et al. 1996). However, most elsthauthors are focused on characterizing
the effects of suffusion in laboratory tests.

In the current paper, we will study the effectssaffusion in a granular medium: we first
present a new experimental device named Crossdardsst (CET) (Nguyen, 2013), which
is devoted to the measurement of the initiatiothefsuffusion. Then principles of numerical
modeling, using the finite element code of Comsaoltiphysics (3.4b) will be presented.

The principle of the test is to inject clear watgo the soil sample by using a first borehole
then extracting the water charged with particleanother borehole. In this test, the erosion is
estimated based on the measurement of the evolafitime total mass of particles that are
collected over time. This technique can be trareiples in-situ, to determine the risks of
suffusion in earth dams, dikes and other earthworks

e 709
.4;= * <>
a®

”«3

Figure 1.Schematic representation of suffusion, from Rooseabd (2011)

DESIGN OF THE CROSS EROSION TEST

Test principle

CET was developed in 3SR laboratory. This test irequtwo boreholes to achieve the
"suffusion” (Figure 2). In the first borehole, akeaater is injected with an imposed hydraulic
head. Hydraulic head and flow rate are measured.dBvice is designed to maintain input
parameters as constant as possible. The soil voisimentained in a Plexiglass tank, 55 cm
high, 50 cm wide and 40 cm deep. A plastic tub& oM in diameter is used to inject clean
water. An electric pump is used to extract wated aroded particles in a second tube or
borehole. The diameter of the opening of the aspidilter of the pump is equal to 1.5 mm.
The distance between the injection borehole andptimap is equal to 45 cm. In order to
measure the injection flow rate and the extracled frate, two flow meters are placed
respectively at the input and the output water. pressure sensors are used for measuring
the injection pressure and the pump pressure. Ansopic camera placed at the bottom of a
glass tube fixed after the pump allows to obtagoatinuous recording of the extracted water
charged with the eroded particles (Ple et al. 20@uyen et al. 2013). That leads us to
qualify the eroded mass. The collected images eveepsed by spectral analysis (ImagJ or
Fiji). Measuring the volumetric flow rate of theiewater and the hydraulic head of injection
allows us to control the hydraulic conditions ofeimal erosion. The theoretical initiation of
internal erosion is determined by Terzaghi critgadient (Terzaghi et al. 1996):

ir = - (1)

yw
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Wherey' is the buoyant unit weight of the soil sample apes the unit weight of water. The
hydraulic gradient during the tesg.) is defined by the difference in hydraulic heatsen
the upstream and downstream divided by the lenfgtihediquid path (Monnet et al. 2012):

Ah

I..exp: h

(@)

Figure 2,schema of CET
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Preparation of the Soil Sample

The main objective of CET is to characterize thecsptibility of a soil to suffusion. This test
is developed to be applied to a wide range of sodkiding the soil of the dikes of Isére and
Drac rivers in Grenoble (Monnet et al. 2011). Acliog to the report of AD Isére Drac
Romanche (IMS-RN, 2006), most of the dikes alongrdsconsist in sandy gravels and
gravely sands, with little amount of silt (see figuB8). The grain size distribution curves of
these soils are discontinuous and sensitive tanteenal erosion.
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Figure 3.Grain size distribution curves of Isére dikes
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For the soil sample S3, as a result of the PhDighadsDuc Manh Nguyen (Nguyen, 2013),
this type of soil did not show any suffusion bulf-§i&ration. We will retest the same soil

with same hydraulic conditions during the test tth a better reconstitution of the soil
sample in the laboratory to fit the same grain gig&ribution curve of the natural soil and the
same granular materials (see figure 4). The subdégtto the suffusion will be tested. The

soil (S3) used in the experiment is a reconstiteitl with sand (0/2 mm) 25% in weight,

gravels (2/20 mm) 70% in weight and 5% of Silt ($egure 4). The properties of S3 are
given in table- 1.

Pd dio dis dsg dso dso dss
kKim/s) |0 | g/m3) | (mm) | (mm) | (mm) | (mm) | (mm) | (mm)

2.04E-4| 0.36/] 1688 0.38 0.5 4.57 7.02 7.99 11,04 .0221

Table 1.Properties of the soil S3

Concerning the procedure defined for filling theakawith the soil sample, dry soil is
deposited into layers of 3 cm to 4 cm and thersthikis compacted with a small compaction
device. The sample is then saturated under a siyddaulic head (2 cm) on the top of the soil
sample (see fig. 5).

Figure 5.Installing and saturating of the soil sample

THE FIRST TEST RESULTS

Evolution of the hydraulic gradient

During the test, the injection hydraulic head igiatale (from 0.46 m to 0.58 m). The
corresponding frequency of the pump ranges thusdmst 27 Hz and 51 Hz. As shown in
figure 6, the frequency is increased and resulnimcrease of the hydraulic gradient and the
velocity of the flow. Suffusion is detected for thest time by the camera with a hydraulic
gradient of 0,45 m/m corresponding to a frequerfc®7oHz. However, for each stable value
of the frequency, we can clearly notice that arrdase of hydraulic gradients{) and a
simultaneous decrease of the velocity occur. Treams that the permeability decreases and
therefore clogging at the level of the inspiratfdter tend to appear due to particle transport.
As we can notice in Figure 6, frequency increabesetfect of clogging (drop in the measured
velocity). Nevertheless, when the frequency ishieirincreased, the particles which may have
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clogged the filter are removed by the effect ofréasing the flow rate and then suffusion

resumes.
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Figure 6.Velocity of the exit flow in function of the hydrautigradient S3

Evolution of cumulative eroded soil mass

According to many experimental studies, the cordfic of uniformity of the particle size
distribution is a major criterion to estimate théernal stability of a soil (Kenney & Lau 1985,
Wan & Fell 2008). The coefficient of uniformity defined as y/Dio, Where Ry and Qg are
respectively the diameter of the particles at 60% 20% passing mass. A soil presenting a
large valueCu means that there is a broad range of particle eliars.
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Figure 7.The mass of the eroded particles and coefficientiafformity in function of the hydraulic gradient-S3

For each frequency, eroded particles were colleeed then a sieve size analysis

was

conducted (see fig. 8). The maximum measured parti@ameter is totally related to the
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opening size of the aspiration filter of the pumpb(mm). Using the grain distribution curves
of eroded particles, the coefficient of uniform{tyu) of each curve was measured.

Figure (7-a) explains also the relationship betwtencumulative coefficients of uniformity
(C,) mentioned above and the hydraulic gradient ferdHferent frequencies. The individual
relationship between the coefficient of uniformetyd hydraulic gradient is shown in Figure (7-
b). This plot indicates that coefficient of unifatygnreaches a peak (3.86) at a hydraulic
gradient {exy Of (1.4 m/m) for the frequency 37 Hz and then theve tends to decrease that
means finer particles tend to appear for a frequehel Hz. However, for the frequency 45
Hz, the coefficient of uniformity increases whiaidicates those coarser particles are affected
by the increase of the hydraulic gradient. This naiform evolution ofC, may be due to the
effect of clogging and its destruction by a furtheerease of the frequency and thus hydraulic
gradient.
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Figure 8.Grain size distribution curves of eroded particlegigure 9.Cumulative reserved eroded mass in function of
the frequency of the pump.

Figure 9 illustrates the relationship between theglative reserved eroded mass of different
group of diameters and the different frequenciethefpump. When frequency increases, the
diameter of particles increases. As shown by tterd, there is a gap between group (2) and
group (3) that means that the diameter (0.125 mesgrves the maximum amount of
cumulative eroded soil mass (difference betweenm(@) and (3)) for the different increase
of frequency (22.3 g at 51 Hz). However, for thegirency 51 Hz, (0.8 mm) and (0.5 mm)
were not observed (group (6), group (7) and gro8p réturn approximately the same
cumulative reserved eroded mass) and finer pastieled to appear, which must be related to
the effect of clogging.

INITIATION OF A NUMERICAL MODELING

In this part we will present a first numerical apgech to the internal erosion. The modeling is
performed by using the finite element code in Cdmdaltiphysics 4.3b (Nguyen et al,
2013). A 3D model of the CET experiment has beeated to understand and predict what
happens during the test. This simulation allowsaganticipate the problem and take into
account the hydraulic phenomena and then to préaichydraulic conditions that cause the
initiation of the internal erosion. Moreover, tldeling also provides a good representation
of the CET experience to quantify the influenceath parameter (see fig. 10).
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Figure 10.The geometry of the model CET

The fluid flow is assumed to follow Darcy’s law. iReeability is assumed to follow the
Kozeny-Carman equation. The eroded particles aedfltid have the same speed. The
erosion is described by the classical law of Vatalkie and improved by Bendahmane (
Vardoulakis, 1. 2004, Bendahmane 2005). This lavealy connects the variation of the
porosity to the velocity of the fluid flow. The eafions of the problem are written as
following:

Darcy’s low:
- _kK
q=—2Vp (3)
Mass conservation of the fluid:
Al ofF.n
T +V(pfu) = @m )
Erosion low:
mo_ _ g — q
= -nll w=2 (4)

Whereq (m/s) is the velocity of Darcy, (m/s) is the velocity of fluid flow in the pore$ the
soil, K (m?) is the intrinsic permeability of the sail,(Pa.s) is the fluid viscosity arip (Pa)
is the gradient of the fluid pressure between epstr and downstrearfy, (kg/(nr.s)) is the
term of the mass sourcejs the porosity of the soil, #1v (m/s) is the velocity of the flow

(kg/m®) is the density of the grains of the soil andkg/m®) is the density of watek (1/m) is
the empirical coefficient of Papamichos et al. (00

In Comsol 4.3b, Darcy’s law and the mass consemmadif fluid are integrated in the Darcy

mode (dI) to describe the fluid flow in a saturased and the equation of the erosion law will
be solved by using the technique of partial difftied equations (pde).
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This approach is carried out at a macroscopic degpleaking into account the erosion and
transport of fine particles in a porous medium. T pressure is considered as a dependent
variable. The hydraulic head and the velocity ofrlare variable with time and space. The
mass conservation equation will be coupled withdtasion law. These equations combined
with the flow in a porous medium equation can trwk change of porosity and the average
concentration of eroded particles. The results amo determine the total mass of eroded
particles.

CONCLUSION

The aim of this paper is to investigate the susiodipy of a soil to the suffusion by using a
new laboratory techniqgue named the Cross Erosi@h. Fer soil S3, suffusion was detected
by the camera and by controlling the hydraulic ¢bods of internal erosion. Suffusion was
detected for the values of hydraulic gradieat) 0.45, 0.56 and 0.99 which is less than the
value of the critical hydraulic gradient of Terzadizr = 1.18).). Frequency increase leads to
an increase in hydraulic gradient and velocitylofvf Continuous suffusion phenomenon was
observed.

The observed increase of the coefficient of uniftyns due to an increase of hydraulic
gradient but for a certain frequency the coeffitieh uniformity tends to decrease with
increasing the hydraulic gradient, this may indiciat clogging phenomenon occurs. For the
frequency 51 Hz, (& 0.8 mm) and (g 0.5 mm) were not observed and finer particles ten
to appear. This indicates that the inspiratiorfitaf the pump (1.5mm) is clogged by coarser
particle that may be disrupt the flow rate.

For the numerical model, a 3D modeling is perforredeproduce the hydraulic conditions
of the experiment. The erosion law must be verifigdcomparing the numerical results and
the experimental results. To solve this problera,fthite element method can be applied with
either a 2D or 3D model. The fluid pressure is a#red as a dependent variable. The
hydraulic head and the velocity of flow are varaablith time and space.
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ABSTRACT

A pore-scale model is presented for simulating phase flow
in granular materials. The solid phase is idealiasddense
random packings of polydisperse spheres, genenaittdthe
discrete element method (DEM). The pore space is
conceptualized as a network of pores connectedhbyats,
which is obtained by using regular triangulatioifheoretical
formulas for calculating geometrical properties aedtry
capillary pressure for given pores are developedignding
the Mayer and Stowe-Princen (MS-P) theory of digéng&Such
relationships are employed in the network for dafinas local
invasion criteria, so that the drainage can beessprted by the
replacement of W-phase when the threshold valueashed.
Different side boundary conditions and the everit8Vephase
entrapment are considered during the coupling plues. This
pore-scale model is verified by comparing simulati@sults
with experimental data of quasi-static drainageeexpents in a

synthetic porous medium. The simulate® —S"curve in
primary drainage is in agreement with the expertaemme.

INTRODUCTION

Understanding transport properties of multiphasw fin porous media is of great importance
for many areas of engineering and science, suabilagcovery, agriculture irrigation and

environmental restoration. Although most of thes#bfems describe such flow process at the
macro-scale, pore-scale modeling provides an impbrneans to improve our understanding
of the insight physical processes. In order to feularge domains, one often represent the
porous medium by a pore-network, in which the \gpdce of the medium is represented by a
lattice of wide pores connected by narrow throatsing appropriate physical laws that

govern the transport and arrangement of fluids yistesn, network can then be made to
replicate experimental measurements at the micpiscsrale (Fatt 1956, Ma et al. 1996,

Mayer & Stwoel965). However, most of those netwartes based on regular and structured
topology, which can not describe the irregular amgtructured characteristics of porous
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medium. Recently, more and more researchers fdwis interest on models of realism, in
which the topology of networks are based on reaby® medium. This approach is pioneered
by Bryant and Blunt (Bryant & Blunt 1992, Bryantat 1993), who constructed the network
based on a measured random packing of equal spfieresey pack). With the help of
powerful measuring methods and computational tegles, more and more accurate
topologically equivalent skeletons are built(drémle 1998, Dong & Blunt 2009).

The method considered in this study is similarlyated to the pore-scale modeling of the
transport process of multiphase flow, but importdifterences are also noticeable in the
geometrical idealization of the pore space and odt\wnodeling. These difference are mainly
due to the spherical geometry of the solid padicd@d to the pore space decomposition
technique. This study represents a first step éndinection of developing a fully coupled,
computationally efficient model combining two-phdkev and deformation in porous media.
In particular, we will focus our effort on the fiaftil approximation of the capillary pressures
applied by the fluid-fluid interface on solid grairand of the arrangements of phases
displacements, with the aim of incorporate thessguures and arrangements in the discrete
element method (DEM) computation.

PORE-SCALE NETWORK

We propose a pore-scale network model to processiéoomposition of the porous media.
The solid phase is idealized as dense random pgloh polydisperse spheres, generated
with DEM (Smilauer et al.2010). The decompositidnttee pore space is obtained in three
dimensions by a using Regular Triangulation methodyhich the void of porous media is
conceptualized as a network of pores connectetidoats. A similar network was introduced
recently for the so called the Pore-scale Finittuxi® scheme (PFV) for one-phase flow. It is
able to reflect in a natural way the deformatiortr@f porous material system. Here it will be
discussed briefly; a more detailed description banfound in Chareyre et al. (2012) and
Catalano (2012).

Regular Triangulation (or referred as weighted De&y triangulation) generalizes classical
Delaunay triangulation to weighted points, whereglves account for the size of the spheres
(Edelsbrunner &Shah 1996). The dual Voronoi graphregular triangulation is entirely

contained in voids between solid spheres. Suchargtacheme can ideally be assigned to
solve the flow path problem within the porous sampA typical network of Regular

Triangulation is shown in Figure 1. Based on tlesaimposition, a “pore” is bounded by four
solid spheres with respective radRr{s,,r,,r;,r, , Which are arranged forming a simple

tetrahedron packing order. Pore body volume isnéeffito be the irregular cavity within the
tetrahedron (see Figure 2(a)). The shape of pooaths considered to be the cross section
extending within tetrahedral facets, thus the vawhthroat is assumed to be 0. Specifically,
the geometry of entry pore throat is a criticalssrgectional area quantified by the multiphase
contact lines (shown in Figure 2(b)).
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(a) (b)
Figurel.Definition of pore network for packing of spheresgenerated by regular triangulation in
3D(a) and 2D(b).

pore body (\‘

(a) (b)
Figure 2.Pore geometry. (a)A pore defined by tetrahedral eleent of the finite volume
decomposition. (b)Definition of pore throat geomety. r. is the curvature of meniscuk;,, is the

length of contact line between nonwetting and wgtphases| . is the length of contact line
between nonwetting and solid phases.

Since each pore is a tetrahedron, it has four beigh resulting in a lattice of connectivity

four. Although the similar network can be foundother models (Mason 1971, Gladkikh &

Bryant 2003), those decomposition techniques amgdd by solid particle size, in which the

triangulation can only be assigned in packing afacpheres. In this model, the network
definition applies polydisperse sphere packingse Bimly restriction on this geometrical

description is that the center of one sphere shaooldlie inside another sphere. As such,
contact or even moderate overlaps between adjapbetes are allowed.

DRAINAGE MODEL

Local rules

The phenomena of multiphase flow in porous mediahm divided into quasi-static regime
and dynamic ones. For two-phase flow, or refersedrainage and imbibition, in the absence
of gravity, the conventional immiscible displacermean be described by two dimensionless
numbers, the viscosity ratibl and the capillary number, ,

M = ﬂ’ca e (1)
)7 o
where 4, is the viscosity of invading phasg, is the viscosity of receding phase,is the
receding phase average or macroscopic velocityansl the interfacial tension between two
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fluid phases (Lenormand et al. 1988, Lenormand 1980e limit of “quasi-static” flow is
defined byC, closed to O.

The model we propose is aiming to simulate the grindrainage phenomenon of air-water
system, or typically, more generally nonwetting4met (NW-W) systems. We hypothesize

the drainage process is in a quasi-static regimehich dynamic effects is in absent and the
flow is dominated by capillary forces. Thus, we cwylect the effects of phases viscosity
during the process. The porous within a fluid phaseniform in every connected domain.

The drainage process is controlled by the capilfagssur®®, i.e., the pressure difference
between NW-phase and W-phase. The invasion of one is controlled by the associated
pore throats. Because the entry capillary presstifgore body is smaller than that of pore
throat, after the invasion of throat, the body iked by NW-phase spontaneously. In
principle, the receding W-phase can be presenthé ihvolved domain in the form of
disconnected pendular rings left behind. The refethip between the capillary pressure and
volume of liquid bridge can be found in our prewotesearch (Scholtes et al. 2009).
However, in this model, we assume this volume igligible. So there is no saturation
associated with corner W-phase. Thus the statdafah pore unit is in binary condition, i.e.,
the pore is either filled with W-phase or with NViigse.

A relationship between capillary pressu?é, interfacial tensiong, and curvature of the NW-
W interfaceC, is given by the Young-Laplace equation,

P° =0C 2)

The curvatureC is fixed by the boundary conditions of NW-phasepWase and solid particle

surface. For simplicity in the simulation, the dolparticle media and pore-network are
assumed to be fixed. Commonly in a regular intexf@ccan be acquired from the principal
radii of the meniscusr( andr,) by

c=(+) ©)

However, in complex pore geometfy,are difficult to define. So a more clearly knowded
of connection amond®, C and pore geometry is required.

Determination of entry capillary pressure

The drainage process is assumed in quasi-staiimeego P° is applied into porous media to
result in from one equilibrium state to anothere T¥W-phase invasion is locally controlled

by entry capillary pressur®; of pore throat. The determination & is based on MS-P

(Mayer-Stowe-Princen) method, which follows thednale of forces for NW-W interface of
pore throat (Princen 1969, Mayer&Stowe 1996).

D F=F"+T° (4)
where, F, is the capillary force acting on pore throat sectlomain;T is the total tension

force along multi-phase contact lines. The sanseyy for solvingP,” can also be found in

Ma et al. (1996), Prodanovic & Bryant (2006) andekhr-Niasar et al. (2010). For
completeness, we recall the generic aspect of tBePNMnethod hereafter.

120



As described in the previous section, the geonwdtore throat has a mixed cross-sectional
shape extending in the facet of tetrahedral pagrire 2(b) shows the schematic cross section
of a local pore throat formed by solid phase swfaed NW-W interface. In local drainage of
pore unit, when NW-phase invades pore body, W-phalseemain in the corners of throats
along the fictious tube. The longitudinal curvatofehe resulting interface inside the tube is
zero (Joekar-Niasar et al. 2010). The critical atuve of three menisci extending within
throat section, i.e., the curvature of contactdibetween NW-phase and W-phase, are equal.
Let that radius be denoted by entry capillary radiy. Then, following Young-Laplace

equation,P; can be written:

pe=p-pv=2 (5)
r

C

in which, P" and P" are pressure of NW-phase and W-phag&), is NW-W interface
tension.

According to the geometry of pore throat we defimed=igure 2(b), the forces acting on
interface can be written:

FP=PA, (6)
T = ana.nw + l-n'sa-wS - Ln'sa-wS (7)

where, A, is the area of pore throat sectidn,, and L . are total length of NW-W contact

lines and NW-Solid contact lines, respectively. Tindtiphase interfacial tensions;™, "
and g™ have a relationship with contact angle defined by Young's equation,

o™ -0" =cg"™ cosf (8)
Then Eq.7 will be read,
T = (L, + Ly, cosd)o™ 9)

In a local pore geometry, Eq.6 and Eg.9 can beesged by the functions of, so the
equilibrium state in Eq.4 can be implicitly deseabbyr, :

> F(r.) =FP(r,)+T°(r,) =0 (10)

Function onF(rc) is monotonic; the value boundary gf can be obtained by following

the geometry of pore throat. Thereforg,can be solved by numerical technique. Finaly,
can be determined by Eq.5.

Drainage and entrapment of W-phase

Each tetrahedral pore has four neighboring pohess, the coordination number in 3-D is four.
In order to explain the invasion logic of our mqdeérein we project the system of 3-D
network to a 2-D lattice mapping (see Figure 3xePmodies and throats are represented by
squares and line bondings respectively. Differéags are assigned to the pores for tracking
the flow path, which can dynamically record theegstates and the connectivity of different
regions with the reservoirs. A search algorithnensployed for updating those states during
invasion.
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Figure 3.Demonstration of NW-phase invasion and W-phase trggng in network (in 2D
mapping for clarify).

Initially, the porous media is saturated, and the and bottom boundaries are connected to
NW and W reservoirs, respectively. The effect cuvifly is ignored. Drainage starts by

increasing the capillary pressuRe, in which we increase the local pressure of NVémesr

P" and keep local pressure of W reservBit constant. A search is executed on the pore
throats which are connecting with NW reservoir]dcate the easiest entrance for invasion.
The first phase displacement, or referred as Hgumap, happens when loc#°® surpasses
the minimum threshold, e.g. the local entry capjllpressureP; (i) of pore uniti. After pore

i being drained, a second judgment is performedemeighbor pore of e.g. porg. If P° is
also larger tharP, j( ,)porej will be drained as well. Such NW-phase percolatioh be

performed until no more pores can be drained. Tdh@ew equilibrium is achieved, and the

state flags are updated for next step of drain&gethe Haines jump events maybe not only
displace the W-phase pore-by-pore, but could aisolve pore clusters. Such discontinuous
changes of the W-phase content can also be velifjfedxperimental tests (Prodanovic &

Bryant 2006).

As the NW-phase is invading, the W-phase maybe garusters which are disconnected with
the W reservoir. We propose the model being in asgstatic regime, so the entrapped W-
phase will remain stationary even if locBI' is growing. The evacuation of pore unit is
hypothesized to be binary; therefore, the trappedhase will be the only factor that affects
residual saturation. In order to identify thesergmmnent events, a dynamic search rule is
employed during each step of drainage by assigaifigapped Pore flag (as seen in Figure 3).

In the model, W-phase is assumed to be incomptessib the geometry of trapped cluster
will remain unchanged ever since it forms. Accogdio Equ.(2),P° will also remain the
same because of unchanging of NW-W interfacial aume. ThereforeP" of trapped W-
phase will grow along with the increasing of lod2ll. Since the disconnections of different
regions may happen on time sequentill, of trapped clusters will show diversity.

Boundary conditions

In our model, the evolution of NW-phase invasiorcasisidered to be a finite-size problem,
thus we only focus our interest on the case of pemedic boundary condition (NPBC).
Although the Regular Triangulation operation in P§dheme is able to achieve the network
with periodic boundary condition (PBC), the relatgddy will be deferred to our further
publication. In NPBC scenario of PFV model, the tdaries are in the form of spheres with
near-infinity radii for obtaining the triangulatigorocedure. Thus, there are no new special
cases of plane geometry that are introduced imtbdel, and all equations and algorithms
presented in previous sections can be utilizethéemdaries.
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We assign top and bottom boundary layers of ponés wwonnecting with NW and W
reservoirs, respectively, in which case the stitgsfof those pores will not change during
invasion. Correspondingly, the calculation of satimn will not involve the volume of these
boundary pores.

Brown (gray) circle regions are glass beads, blueldrk) regions are water, and white regions are
air. See color version of this figure in the HTML.

Another consideration in NPBC is the connectivifysimle boundary pores, i.e., the sides are
assumed to be open or closed. In the usual casgatous medium is located in a regular
container in the experimental test, so the side fmoats are open, or referred as a permeable
boundary condition. The pores contacting with dideindary of container can be drained
much easier than inside ones, in which case eaainds jumps can be observed in side
domain, because the side boundary pore, whichrngposed by solid particles and smooth

container wall, has relatively larger pore throatl ghe P, trend to be smaller. This priority

of invasion event has been verified by experimest (Khaddour 2012). As shown in Figure
4, the NW-phase firstly penetrates into the voitiMeen glass beads and the container, and
then invades the pores composed by glass beadswvdtrthwhile to note that this percolation
sequence is only adapted to spherical granularriabtest. If the drainage experiment is
operated with irregular shape porous media, theposition of side pores will be different,
and the priority of invasion needs further discossiln some special cases, the side pore
throats are closed, corresponding to an impermdadledary condition, which means there
is no fluid exchange between the side voids and pbeus media. The different side
boundary conditions can significantly influence thra@inage patterns and residual saturation
(Chandler et al. 1982). Therefore, to accommodéterent scenarios, we perform both of
situations, named open-side drainage and closeesmiaage. In open-side drainage, NW-
phase can go through the space between porous meahd side boundary of container
(corresponding to a permeable boundary conditisjle in close-side drainage, the Haines
jump can only happen inside the porous medium ¢spwnding to an impermeable boundary
condition). The calculations of saturation are aeldjpo different scenarios as well.

Implementation

The network by using Regular Triangulation, whistbased on PFV scheme (Chareyre et al.
2012), has been implemented in C++. The C++ lIb@BAL (Boissonnat et al. 2002) is used
for the regular triangulation procedure. Geometirydetermination of entry capillary pressure
and local drainage rules are also implemented is thodel with C++. This pore-scale
network is freely available as an optional packadjethe open-source software Yade
(Smilauer et al. 2012).
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The CGAL library insures exact predicates and gontbns of network. The only nontrivial
operation is the computation of entry phase cureaneeded to define the NW-W phase
contact lines and pore throat areas to determitirgatorces in Equ.(10). As mentioned in
previous section, open-side and close-side drainagies are assigned according to optional
side boundary conditions.

COMPARISON WITH EXPERIMENT

Numerical setup

In this section, we verify the pore-network modgldomparing the simulation results with
experimental data of quasi-static drainage expearinmea synthetic porous medium (Culligan
et al. 2004). The medium consisted of packed dlassls, which are contained in a column of
70 mm in length and 7 mm in diameter. The partsite distribution (PSD) of glass beads is
given in Table.(1), with a porosity of 0.34. Drageais carried out by pumping water out of
the porous medium with a certain flow rate to maimtthe system to equilibrate. A 5 mm
section of the column is imaged by using X-ray mitomography to obtain capillary

pressure-saturatiorP( —S") relationship.

Weight(%) Diameter(mm)

30 1.0-1.4
35 0.850
35 0.600

Table 1.Patrticle size distribution of porous medium

In the simulation, it's unachievable to assign pore-network (Regular Triangulation) in
geometry of circular column, so we compromise bglementing model in cuboid packings.
Following the experimental scene, the simulatiookpey is connected to the NW reservoir
on the top, and to the W reservoir at the bottomweler, the scanned domain emulated by
our model is only a small part of a large colunmwhich case the assumption of connection
between pore units of top layer and NW reservounaary is still ambiguous. Because for
low capillary number, flow in porous medium is dowied by capillary forces, leading to
capillary fingerings regime in the column. Thus time scanned domain, the scope of
connectivity between pores of top layer and NW mese is unclear. We can assume only
some big pores connecting with invading phase vegeor all of them involving this
connection. Both of the hypotheses are reasonéble ionly plan to simulate part of the
volume or sections of experimental tests, but #wults will be significantly different. The
similar numerical comparison and conclusions cao de found in Joekar-Niasar et al.
(2010). To extricate this predicament, we implentaetsimulation in a slightly larger size of
container. The scanned region of data analyzedperenent are 4.522 mm, 5.117 mm and
4.964 mm in the X, y and z direction, and the ayeigrain size for the distribution of beads is
0.8675 mm. We assign the simulation in a cuboikipgcwith 7 mm in side length, in which
800 spheres are distributed randomly, assumingadhes of top boundaries are all connected
with invading phase reservoir. But the quantitatstady of P —S" relationship is only
manipulated on the cuboid sub-domain with 5 mmidle $¢ength. The connectivity between
sub-domain and reservoir is locally determinedh®y pore geometry. According to the setup
of experiment, we suppose the NW-phase can invemla §ide boundary, thus open-side
drainage mode is assigned.
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In the research, we couldn’t manage to achievetiggnal positioning data of glass beads in
benchmark experiment. But the porous medium witheiaPSD and porosity can be easily
emulated by using our DEM software by the growthspheres after randomly positioning,
using the radius expansion-friction decrease (RE§&wth algorithm of (Chareyre et al.

2002). So we compromise to simulate a series oéatepl test on different randomly

positioning packings with the consistent PSD andogity of the experiment. In order to

compare conveniently with all simulation cases, shreulation results and experiment data
are both normalized to be dimensionless quantitiés.represent the capillary pressupé

by,

P°D
O.HW
in which, D =0.8675 mm is the average size for PSB" = 7.28 x 10-2Mn is the W-phase

(water) surface tension in contact with NW-phase {a 20 °C. We also assume the material
of solid particles is perfectly wetting, so the tamt angled in simulation is 0.

P =

(10)

Comparison results and discussion

Using the technique described above, we computepthmeary drainage process of 100
randomly positioning packings with the same PSD posity. Figure 5 presents the results
of these simulations, in which we gather all secattgS",P" ) points of each simulation in
one image. As shown in Figure 5, although all pag&ishare the same macro-mechanics
parameters, th®° —S" curves still have a distinct variety because afrmsetup, i.e., sphere
positioning. Especially, the residual saturatios hagreat difference. This erratic dispersion
can be reduced by enlarging the simulation scdlbe.(P°,S") variables associating with

the representative elementary volume will be defeto our further publication. We compare
the average results from 100 repeating simulatwiitl the experimental data. It shows
satisfactory agreement between predicated capittarye and obtained experimentally by
Culligan et al. (2012). The unremarkable differensemainly caused by the different
specimen shapes, i.e., the simulation using cuboldmn packing and experiment using
circular column one.

We capture one test from the series of simulatimh@ut a slice to observe the characteristics

of invasion as shown in Figure .6. By increasifg, the invasion starts from the pores with
larger throat, in which the entry capillary pregsig smaller (see slice (a)). As described in

previous section, th®’ of side pore throats usually relative smaller thzat of inside pore
throats, so the NW-phase invade from side pores (@s shown in Figure 6(a) and (b)). By
comparing slices (b) and (c), we can find out thafcertain circumstances even a slight

changing inP° can cause a notable NW-W interface movement. 8b suent, i.e., Haines
jump, can involve a cluster of pores, causing aiais/discontinuous decrease of W-phase

content. In slice (d) showing the finish of testee under a larg®*®, there is no changing in
saturation, which means such W-phase is entrapp&iN>-phase.

In the model, it's assumed that the W-phase tramspy film flow or evaporation is

negligible, so even if we keep increasing lo€4l, the trapped W-phase will stay stationary.
As explained in previous section, the trapping évdrappen in sequentiality, and the W-

phase is supposed to be incompressible, thus ther wetting pressurd?” of different
trapped cluster show a diversity as shown in Figurerom the pressure distribution, we can
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determine the order of occurrence of disconnectionsvhich the larger trappe®” means
the earlier happening of entrapment.

T T T
- Model ¥ —S" scatters
§ — Model average curve ||

+ + Experiment
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Normalized pressure (P*)
C

w
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f H H f
8.0 0.2 0.4 0.6 0.8 1.0
Saturation (5" )

Figure 5.Comparison between simulation and experiment for gmary drainage P — SV curves.
The No. of observations of simulation is 100.

(a) P* =7.2;5" =0.90 (b) P* =11.0;8" =0.23

e geogoe ° ge0goe

(c) P* =11.3;8" =0.19 (d) P* =17.7;8" =0.12
Figure 6.The process of drainage (800 particles), NW-phaseviade from top. Brown (gray) is
solid phase, blue (black) is W-phase, and light cpyawhite) is NW-phase, see color version of this
figure in the HTML.

Figure 7.Distribution of capillary pressure. White circle is solid, light region is NW-phase

pressure P, dark regions are W-phase pressures®, see color version of this figure in the
HTML.
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CONCLUSION

A pore-scale network model of quasi-static two-ghth@w in dense sphere packings has been
proposed. The model can satisfactorily replicate phenomenon of primary drainage in
synthetic porous medium. The pore space is effiljierepresented by means of a Regular
Triangulation and the entry pore throat geometrymiathematically determined by the
equilibrium of the pore system. The key methodthis model are the calculation of the entry
capillary pressure applied by the fluids and thedpation of the displacements of phases.
Expressions of the local capillary force and tendmrce induced on the NW-W interface of
pore throat have been derived, which are based mm¢-Laplace equation and local pore
geometry. The definition of entry capillary pressig based on MS-P (Mayer-Stowe-Princen)
method, which follows the balance of forces for NWinterface in quasi-static regime. The
drainage process is represented by the invasioN\V#fphase when the threshold value is
reached.

One key feature of the model is its capability nbra&p the receding W-phase, indicating the
residual saturation. A dynamic search algorithmajpplied to identify whether local
disconnection causes large clusters of wetting ptweget disconnected with wetting phase
reservoir. Another key feature is its optional sideundary condition. To accommodate
different experimental situations, the pore thra#tside boundary can be considered open or
closed, corresponding to the permeable or impertadaiundary conditions. For validation
purpose, the model has been used for simulatimggoyi drainage experiments carried out in
a glass bead packing. The simulatefi—-S" curve is in agreement with experiment one,
which means the capability of the pore-scale ndtwaodel for simulating a real porous
medium can be verified.
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ABSTRACT

We present the numerical results of the progredbingization
of a saturated granular medium under the effea tafcalized
upward flow injected from its base. The numericaldel used,
is based on the coupling between a discrete elementel
(DEM) for the solid phase and a finite volume meltlizfined
at pore scale (PFV) to solve the interstitial flfidw. By
simulating an increase of the injected flux, diffiet regimes are
successively observed in the sample: a static kegine, a
dilatation one, a fluidized cavity (that does npen op to the
top surface of the granular bed), and finally thedfzation of
the total height of the granular specimen insidduaized
chimney.

INTRODUCTION

The purpose of this study is to simulate numenyctike localized fluidization in a saturated
granular medium using the coupled method DEM-PFlémented in YADE code. The
numerical model DEM-PFV (Catalarat al., 2014; Sariet al.,2011; Tonget al.,2012), is a
micro-hydromechanical model for granular materidlat combines the discrete element
method for the modelling of the solid phase and@{scale finite volume formulation for the
flow of an incompressible pore fluid. The numericdults of the progressive development of
a fluidized zone, under the effect of a localizgavard flow injected at the bottom of the bed,
are presented in this paper. Gradually, increasimginjected flux, different regimes are
successively observed in the sample: static béatation, fluidized cavity that doesn’t open
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up to the top surface of the granular bed, andlyirfluidization of the total height of the
granular specimen inside a fluidized chimney. Timeutations are conducted by increasing
the injected flux by steps and computing, in thewsation time, values of excess of pressure
at the injection point, height of the fluidized zoand height of the specimen. The possibility
to represent the results in terms of dimensionlegsameters has been investigated by
performing simulations with samples constituted hwiifferent particle sizes. The two
dimensionless graphs are obtained. The first slibevvolution of the normalized excess of
pressure with the normalized flux and permits taleate the ranges of normalized values of
flux for which the different regimes occur. The sed shows the evolution of the normalized
height of the cavity with the normalized flux anlibevs to compare the numerical results
obtained with some previous experimental resuiisifthe literature.

THE SIMULATION

Characteristics of the sample

The sample of dimensions 0.60x0.32x0.10 m (widtlekght x depth) is constituted by 2000
spherical particles with a mean radius of 0.0112%apresenting the solid phase (Figure 1).
All the geometrical and mechanical characteristésthe specimen are reported in the
Table 1.

Table 1. Geometrical and mechanical characterisfitise sample

Characteristics of the sample

Width (w) [m] 0.60
Height (H)) [m] 0.32
Depth (d) [m] 0.10
Spheres nb. [ 2000
Mean radius ) [m] 0.01125
Porosity (n) [-] 0.38
Density of the solid phasej [kg/m’] 2600
Dynamic viscosity i) [Pa.s] 0.01
Contact friction [°] 10
Normal contact stiffness {i2r.) [Pa] 400000
Ratio shear/normal stiffnessd,) [] 0.5

With respect to the boundary conditions impose&, shmple is constrained only on the
bottom edge and not on the top. Periodic conditiare imposed on vertical sides for the
particles and for the fluid. It means that, undher action of the flow, the particles at the top of
the sample are free to move and those going oot fnoe of the vertical face of the box, come
back into the opposite face. This saturated sansplesed to investigate, at pore scale, the
effects of the fluidization resulting of the injemt of an upward flux at the middle of the

bottom face of the specimen (Figure 1). In paricuéxcess of pressure at the injection point,
height of the fluidized zone, and height of thecspen are numerically determined in the
simulation time from the imposed values of flux.
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Injection point

Figure 1. Injection point - the upward flux is iofed in the middle of the bottom of the
sample

UPWARD INJECTED FLUX

The simulations are conducted increasing the upwgetted flux from an initial value of
0.0001 ni/s, till 0.0261 ni/s with increments of 0.001is (27 steps). The Figure 2 shows the
evolution of the imposed fluxg and of the computed excess of presspye( the injection
point. The excess pressure is given by the diffardretween the total pressup® and the

hydrostatic pressurd) = ptot —pLg[Z. Each step needs of a large number of iterations

depending on the flow rate value in order to reaclestablished state of the sample. For low
values of injected flux, the pressure presentsak pest after the increase of the injected flux
but reaches quickly a constant value considerdateasstablished regime. However for larger
values of injected flux the pressure needs moree ttm reaches an established regime.
Therefore, the larger the flux is, the higher thenber of iterations is to reach an establish
regime and to characterize the sample behaviouhi®flux.
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Figure 2. Evolution of the pressure in the time whw® flow rate is increased from 0.0001
m?/s, till 0.0261 n¥s with increments of 0.001s (27 steps)
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THE NUMERICAL RESULTS

The regimes

The numerical results obtained show a progressaveldpment of a fluidized zone in a bed
of grains, immersed in a liquid, under the effettadocalized upward flow injected at the
bottom of the bed. It is seen that, gradually, mgréasing the injected flux, four regimes are
successively observed in the sample depending enfltw rate transiting through the
injection point: (i.) Static regime: the granulayér remains immobile during the entire
sequence with an imposed flow rate; (ii.) Dilatatiegime: the sample dilates but does not
develop a fluidized zone; (iii.) Cavity regime: laiflization zone develops just above the
injection point (Figure 3) and like a bubble, mowgsand down along the central part of the
sample but does not reach the top of the sampléy e grains into the cavity are in
movement; (iv.) Chimney regime: the fluidizatiomeoquickly reaches the top of the sample
thereby creating a chimney of fluidized grains

>
IOV ¢
-»“1,’)&‘» X Wiy
/) - A - A
p N # > p A, L
, s b W
Y SO y
A a4 A 4 4

-, -~

velocity spheres Pressure
01,02 03 04 05
w02 03 94, 90

0.0007 0.556  0.0085

Figure 3. Development of the fluidized zone (t=)3 s

These regimes can be characterized by an estinaititie position, along the vertical axis, of
the fluidized zone (height of the cavity). It witle zero in static regime and in dilatation
regime, between zero and the height of the samplén(cavity regime and almost equaltio

in chimney regime. Numerically, it is possible &present the fluidized height in the time,
through the highest position of the particles hgvanvelocity higher than a threshold value
(vim) opportunely chosen. The following graphs (Figutesnd 5) show the evolution of the
height of the cavitylt), of the height of the sampléll and of the excess of pressupg for
each injected flux step. These values corresporal/évage values over a given time period
once the established regime has been reached.stonginate the different regimes let us
denote the following critical flow rate values:) @gi: flow rate value from which there is a
sample dilatation; (ii.Qcav from this flow rate value the sample reachesdééty regime
(hs > 0); (iii.) Qchime the height of the cavity reaches the height efdgAmple.
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Cavity Chimney
Static Regime Dilatation Regime Regime Regime
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Interesting considerations can be done compariad-tures 4 and 5. (i.) Static regime: for
0.0001< q < 0.009 n¥/s, the particles are statics and the pressurarlingrows with the flow.

(ii.) Dilatation regime: for 0.002 q < 0.016 ni/s, due to the decompression of the sample the
pressure increases more slowly with increasing flatg till a maximum value of 3671 Pa. It
means that the hydraulic conductivity of the granalssembly, increase due to an increase of
the porosity. For 0.016 g < 0.019 ni/s the height of the sample increases more rafigly
increasing the flow rate causing an additional dgm@ssion of the sample; the pressure
decreases until 3386 Pa. (jii.) Cavity regime:Gd19 <q < 0.022 ni/s, with the formation of
the fluidized zone the pressure drops quickly) @himney regime: fog > 0.022 ni/s: when

the fluidized zone reaches the top of the cavitygoavective motion is triggered, causes
compression and decompression of the sample arsg:goently oscillatory pressure trend.
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DIMENSIONLESS GRAPHS AND COMPARISON WITH
THE EXPERIMENTAL RESULTS

Three samples (A,B,C) with different numbers oftigkes are considered (Table 2).

Table 2. Geometrical and mechanical characterisfitise samples A, B, and C

Characteristics of the samples

A B C

Width (w) [m] 0.60 0.60 0.60
Height (H)) [m] 0.319 0.317 0.321
Depth (d) [m] 0.10 0.10 0.10
N° spheres [-] 2000 3000 4000
Mean diameter (g) [m] 0.0225 0.0197 0.0179
Density of the solid phased [kg/m’] 2600 2600 2600
Dynamic viscosity i) [Pa.s] 0.01 0.01 0.01
Contact friction [°] 10 10 10
Normal contact stiffness {r,) [Pa] 400000 400000 400000
Ratio shear/normal stiffnessd,) [] 0.5 0.5 0.5

For each sample, the injected flux is increasedanfran initial value of 0.0001 ffs till
0.0261 ni/s with increments of 0.001is (27 steps), and the excess pressure in the enidd|
the bottom face of the sample is computed. Biggehé@ number of the particles, smaller is
their mean radius, smaller is the permeability lné sample; and bigger is the pressure
computed at the bottom for a given value of injddtex. In the same way, the critical values
the injected flux, for which the fluidized zone @éys and reaches the top of the sample, are
also different for the three specimens. By scathwgpressure, the flux and the height of the
fluidized zone using respectively the coefficients p and 5, we define the following
normalized parametega, /£, andh; /0.

2 H 2 [DZ [ m3
a:,OSEQE-!L[Pa]; :3:'03[@ ° . 0= HOLmJ,

D gL
Then two normalized graphs are plotted. The filsgyre 6) shows the evolution of the
normalized excess of pressupéx) with the normalized fluxd/f). In this way it is possible to
have ranges of normalized injected flux for whibk four different regimes are observed: the
static layer, the dilatation, the development @ tliidized cavity and the fluidization of the
total height. The second dimensionless graph (Eigdy shows the evolution of the
normalized height of the cavityx(o) with the normalized fluxd/f) and permits to compare
the numerical results obtained with the previoyseexnental ones conducted by Philippe and
Badiane (2011, 2013), using a physical model. Tdaded curves relatives to the numerical
simulations of the samples A, B and C are not famfthe scaled curve relative to the
experimental results. The difference can be expthioy the fact that the permeability of the
numerical model may be slightly different from tbee of the physical model (nothing has
been done to tune the numerical permeability) legath slightly different values of flux.
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CONCLUSION

Numerical simulations of the localized fluidizationa saturated granular medium have been
presented. The numerical results show the progessevelopment of different regimes
inside the sample, depending on the increasingtieflux transiting through the injection
point, in agreement with the experimental resulbe qualitatively comparison of the
phenomenon observed experimentally and simulatetherigally is satisfactory; the
comparison via dimensionless graph shows that timeenical results are not far from those
obtained by Philippe and Badiane (2011, 2013) uaipdysical modelling. It means that the
coupled model DEM-PFV used in this study, is ablesitnulate the phenomenon in object.
However the work is not finished, more investigatoare needed to better analyse
guantitatively the problem using smaller particlasd computing stress and deformation in
the sample. In addition, in the current configumatbf the numerical model the size of the
injection hole is dependent on the size of theigdad. We think this particular configuration
has an effect on the scaling of the parametereeoptoblem (such as the introduction of the
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size of the particles in the scaling of the preskufhis should be corrected by defining an
injection hole independent of the patrticle size.
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ABSTRACT

Seepage-induced erosion, resulting from soil dartigration,

is widely observed in both natural soil depositd artificially
engineered fill structures. It is considered as ohéhe causes

for the dysfunctions of earthen structures, as dahhss of
which could have catastrophic consequences. Inpd#er we

will present a particular case of internal erosioalled
suffusion. A literature review on some experimemsiwell as
numerical approaches is presented. Furthermore, the
methodology to be followed in our study in ordematmlyze the
process of suffusion is explained.

Keywords: Suffusion, DEMagular material, micro-structure

INTRODUCTION

The description of internal erosion, in particulauffusion” phenomenon, constitutes a
strongly coupled fluid-solid problem. During theffeigion process, fine particles are detached
from the soil structure by interstitial flow leagrbehind the granular skeleton. Thus by
modifying the microstructure of soil through theaeuation or displacement of fines,
suffusion can induce locally some mechanical degjrads of the soil, which under a constant
external mechanical load may present some defasmstiThese deformations may lead on
one hand to the modification of the pore spacess tlesulting in obvious changes in the
porosity and the hydraulic conductivity, and on tiieer hand, suffusion may lead to the loss
of the mechanical resistance of the soil therebglilgy to rupture.
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The hydrological mechanisms of internal erosion besn widely investigated. Changes in
the hydraulic gradient and in the hydraulic condityt as well as the loss in fine particles,

were the primary concerns. Experimental researbhges also indicated that changes in the
fine content may either cause a decrease or aeaserin the soil strength. Therefore the soil
behavior seems to be dependent on the range ofdments, which may possibly explain the
changes in the soil strength after internal erasion

In this paper, we will present some of the studegyerimental and numerical, done to
analyze the process of suffusion and to understhedbehavior of soils in such cases.
Moreover, the methodology that will be followedauar research work is presented.

LITERATURE REVIEW

Internal erosion occurs due to different factordclwhcan have major consequences on the
mechanical properties of soil such as gradatiormpability, volumetric changes and shear

strength. Different studies based on experimergalell as numerical approaches have been
done to analyze soils sensibility to erosion. Smhéhese approaches are presented in this
section.

Key factors leading to internal erosion
1. Soil gradation :

It is assumed that depending on the soil gradatifferent soil behavior will be noticed. For

this purpose an experimental study done by Xiao wighat (2012) investigated the

influence of gradation on suffusion. They showeat thap-graded soils tend to produce more
pronounced physical and geomechanical changes gbarly graded soils in which they

present greater erosion rates, permeability andinvel reduction. With the progress of

erosion, subsequent clogging occurs leading to @edse in the permeability rate until

suffusion and particle migration stopped.

2. Hydraulic gradient:

Different studies have been done to investigatarttigence of the hydraulic gradient on the
suffusion process. Two values for the hydraulicdgrats were identified by Chang & Zhang
(2011) and Ke & Takahashi (2012): the initiationdrgulic gradient and the skeleton
hydraulic gradient. The first corresponding to timset of erosion (the mass of the eroded soil
as well as the permeability start to increase #iglbut an equilibrium state can still be
reached easily) and the second corresponding tsutiden increase in the erosion rate, soil
permeability and deformations where sudden straimps were noticed due to the
rearrangement of coarse particles to reach rapidigw equilibrium position.

Chang & Xu (2012) realised that, from an initiahtst with the increase of the hydraulic
gradient until the initiation of internal erosiathe fine grains filling the voids start to erode,
however at this stage the structure is still staBlgt, with the progressive increase in the
hydraulic gradient and the increase in erosion,gifa@ular structure loses its lateral support
and the force chains buckle which leads to sudedorhations.
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DEGRADATION OF THE MECHANICAL PROPERTIES OF
SOIL

a. Experimental approaches:

Several experiments have been established to Hesitre response of eroded soil samples.
Analyzing post-erosion curve gradations, Chang &nth (2011), Ke & Takahashi (2014a,
2014b) showed that these curves move downwardatieetfines loss (figure 1). Such new
gradation can have major consequences on theedwior.

100 T T T o

r—o—Post-erosion grading of upper layer

80 —e*—Post-erosion grading of bottom laye
[—Initial grading

60
40r

20r
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UTvLy:
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Grain size (mm)

Figure 11: Post-suffusion grain size distribution
(Ke & Takahashi, 2014a, 2014b)

There are several experimental strategies thabedollowed to investigate the influence of
fines loss. One method is to develop a triaxiatleneter apparatus, which can perform both
erosion and triaxial tests. Another way is by premgasamples with different initial fines

content and consider them representive of soilgstdd to different degrees of erosion rates

(i.e. without performing any real erosion procdabgh perform classical triaxial tests to check
their mechanical behavior.

Ke & Takahashi (2014a), performed real erosionstést following the first strategy. They
used a newly developed triaxial apparatus and pegd erosion tests on samples wth
different initial fines content and they noticedtlas the initial percentage of fines increases,
both the percentage of cumulative fines loss addmetric strain increases. Analyzing the
stress-strain curves and the volumetric strainy theticed that a percentage of fines
corresponding to 25% shows a special behavior hicwit had almost same deviatoric stress
as other samples of different fines content, brgdavolumetric strains. They concluded in
that case that the fines content of 25% signifireg fines almost occupy the voids of coarse
grains and begin to separate the sand grains. dMeresamples with higher initial fines
content lead to an increase in the hydraulic cottic as well as volumetric strains. In
addition, specimens with the lowest fine conterttjolv had the least void ratio, showed the
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highest drained strength and least volumetric rstr@n the other hand, Benahmed et al.
(2014), followed the other strategy to analyzeghecess of erosion. It was noticed that even
when the fine content is less than a thresholdeyahis doesn't cancel the role of fines which
can still participate slightly in the strength betsoil sample. Moreover, it was noticed that
samples with the higher fines content exhibitedlight increase in the shear strength.
Concerning the volumetric strain, it was found vegnsitive to the percentage of fines, in
which the mixture becomes less contractive as ithes fcontent increases. In addition little
influence of fines was noticed on the critical sg. Furthermore, Benahmed et al. (2014)
highlighted the importance of the intergranular dvaatio for characterizing the triaxial
response of soil samples with different fines conté# was found that the intergranular void
ratio serves as a suitable parameter to describerifical state.

Furthermore, analyzing the mechanical behaviorrofled soil, Chang & Zhang (2011) and
Ke & Takahashi (2012) showed how the shear stremgythignificantly affected. It was
concluded that after the internal erosion, the igsiistance decreases as shown in Figure 2.
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Figure 12: Stress-strain relationships without waitlh internal erosion under different initial steeconditions
(Chang & Zhang, 2011)

b. Numerical approaches :

In addition to experimental approaches, severalarioal approaches were also done to study
the relation between the removal of soil partichesl its consequences on the mechanical
behavior. The studies presented here are basdwahscrete element method (DEM).

Wood et al. (2008) and Scholtées et al. (2010) seaee in presenting numerical approaches
to analyze suffussion. Figure 3 shows that depgndim the soil stress states from which
internal erosion initiated, the soil either showsitcactive behavior and stabilizes or dilative
behavior and fails. The shear stress level atcatitstate appears to give the two different
behaviors.
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THE METHODOLOGY OF OUR STUDY

As can be deduced from the literature mentioned@ban abundance of work has been done
to describe the degradation of the mechanical ptiegeof soils subjected to suffusion. It was
shown that such a description is complex becaudepénds on the granulometry, the micro-
structural arrangement and other parameters. Hawete phenomena of suffusion
introduces heterogeneities in the soil structuhgs which constitutes an obstacle in the
interpretation of results. Futhermore, so far them@ no clear relations established between
the mechanical properties of the granular strucamd a representative parameter of the
degree of evolution of internal erosion by suffusio
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In an attempt to shed the light on these points,pleened to describe the mechanical

response of a soil subjected to the process ofusiofi taking into consideration the

degradation of the microstructure through the feifgy steps:

— First we will describe the degradation of the mexte properties of soil and identify

a relation with an appropriate parameter of tifeusion process. This will be done in
the case of a homogeneous medium. For the expdamstudy, soil samples are
created in the laboratory presenting a similar agtiucture to that of the eroded soils
by suffusion, except that these samples are carsideomogeneous. These data will
serve as a reference to the numerical approachhvi$ibased on DEM. Two options
will be tested, either to reproduce numerically éx@erimental creation mode of the
samples or to introduce in a numerical model a tlanextraction of solid grains
mimicking an erosion process by suffusion. Frons thist step, we will focus on
analyzing the mechanical response of the initetlesbf the granular assembly, during
degradation and after degradation. An initial laivdegradation of the mechanical
properties should be deduced from this first step.

— The second step will focus on taking into accour@ heterogeneities induced by
suffusion in order to interpret the laboratory tessults conducted on soil samples
being effectively subjected to a process of erosigrsuffusion. We will study the
feasibility of achieving such laboratory tests amatase of difficulty we will depend
on data from recent literature. Concerning the mogakmodeling, either we maintain
the DEM to reproduce the degradation in a hetereges manner or an alternative
way may be to introduce the law of degradation fimiée element model and to work
on the degradation parameter in a heterogeneousenanhis step will permit us to
validate and refine the description of the degiliadabf these mechanical properties in
real cases of erosion.

— The final step is to take into account the compbetepling from the fluid flow to the
degraded mechanical behavior via the introductioa law of erosion.

CONCLUSION

Experimental and numerical approaches were prasent¢his paper in order to study the
effects of internal erosion by suffusion. It wadioed that gap-graded soils tend to produce
more pronounced physical and geomechanical chahgasgh high erosion rates. Moreover,
fines content and the hydraulic gradient are cansid key factors in this problem. It was
shown that the mechanical behavior is significamiffected by the loss of fine particles.
Finally, the methodology that will be followed imiostudy was presented which will allow us
to describe the mechanical degradation of thessinjected to suffusion.
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ABSTRACT

In this report, a unified model, presenting solml dluid states
of soil by using appropriate constitutive laws andransition
criterion in between, is recalled and expandedéedomain of
unsaturated soil. Moreover, a stress-strain relalip is
obtained from modified Van Genuchten's water répent
curves, and applied into the finite element methwih

Lagrangian integration points. With some improvetagnhe
new finite element formulation is applied to soleeupled
hydro-mechanical problems involving large displaeats after
failure.

INTRODUCTION

Up to now, almost all the models for geomaterials #@cused on non-associated elasto-
plastic behaviour, that is to say, they are vafhity dor the solid state before failure. However,
plastic failure breaks the static equilibrium, sated geomaterials exhibit consequently a
fluid-like behaviour in post-failure stage. In orde simulate completely properties of soil, a
unified solid-fluid model with a transition in bedn has been proposed recently [1, 2], a
non-associated elasto-plastic model called “PLAS(8]’and a Bingham's viscous law are
used in the model to describe the behaviors of géemals in pre-failure and post-failure
stages, and Hill's second order work criterion igljchosen as the solid-fluid transition
criterion. Since quite a number of natural risks¢hs as landslides, occur induced by the
rainfall, in the report, this unified model is expled by using Bishop's effective stress,
expecting to propose a more reliable model for wmaged soil. In addition, as its capacities
of tracking internal variables during material mment and solving large transformations, the
finite element method with Lagrangian integratiaings (FEMLIP) is taken into account as
an appropriate framework. With the visco-elastcs{itastress-strain relation and the suction-
water content relation derived from modified VannGehten's water retention curves, a new
finite element formulation incorporating hydro-maaical coupling is developed.
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A UNIFIED SOLID-FLUID MODEL IN CONSIDERATION OF
AN HYDRO-MECHANICAL COUPLING

the existing unified model

For modeling completely the elasto-plastic behavinwsolid stage and the viscous behaviour
in fluid stage of soil, an interesting unified mbtas been proposed [1 ,2].

Firstly, a non-associated elasto-plastic modeledalPLASOL is chosen, to simulate the
behaviour before failure. This model, proposed larnghon [3], uses the Van Eekelen
plastic criterion [5] as plastic limit, which allemo avoid geometric singularities and to
describe two main features of geomaterials: 1)ngtre increases progressively with the
confining pressure. 2) the friction angle undereasion triaxial stress loading is higher than
that under compression triaxial stress loading. célibrate a given elasto-plastic soil, this
model requires 13 parameters.

Secondly, as the most conservative criterion iarbdtion domain of soils verified up to now,
Hill's second order work [4], written as followss used to judge the loss of stability for
geomaterials.

d*w= dog de, (1)

if d*w>0 , for any loading direction it is considered staldtherwise, a diffuse or localized
failure can be reached in the directions relatetstoegative values.

Lastly, in post-failure stage, the studied geomwtés considered as exhibiting a viscous
behaviour, obeying the Bingham's law expresseodlasnfs:

ifd,, > S, :e=—|s —-s elsee=0 2
2 Sy 27]( ij y JZJJ ( )

whereJ2o is the second invariant of stress ter Sy is the yield stres’” is the dynamic

viscosity, s an€ are respectively the deviatoric stress and strafa tensor. It should be
. . . 2 . .

noted that, the instantaneous satisfaction of d”w<0 anc,‘]20>SV, is considered as a

failure, while onc J20 =% in fluid state, the studied medium turns back toetasto-plastic
solid state.

Bishop's effective stress

By introducing the Bishop's effective stress [6fpeessed as follows, the unified model
above-mentioned is expanded into the unsaturatetaitho

g'=o-um+x(u-y,)n ) (3
where ' is effective stress? (expressed as 6 dimensional vectolUs, and Yy are

respectively total stress, air pressure and watssprem' = (1, 1, 1, 0, 0, 0) anS= W4, ~ U,
is the suction. In our framework, phases are asdummniscible, grains and liquid are
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incompressible, and air pressure is considerediann the void volume determined by the
degree of saturation and porosity and equal to Ptam

The expression c¢X that Arairo W. and Prunier F. [7] proposed is taketo account, by

determining two paramete@, and "y, X is expressed as follows, and it is located always
between 2 boundary water retention curves for argauction.

x=r &Sy @)

Hydraulic model

Linking degree of saturation or water content totisun, the water retention curves (WRC)
show the basic hydraulic properties of soil. ByabBshing the relation between the degree of
saturation and the porosity, WRCs of Van GenuciMeaiem [8] has been improved and it is
given by:

1

-1
+ (Sr

—Srres)[l+ (?J }”“ ®

where the inde)Y means respectively drying and wetting processagpd and W, St
Sk, and St are respectively the residual, saturated and cudegrees of saturatiod and
N, are two parameters, the former is a function efgbrosity [7]:

1 1

_ Pin(N-1)n, _-n, (va-ljz_m_(va—lj_(nv-l)z 6
a”s(nvj(nv—l)z n, n, ©

aev

where S.v is the air entry value (AEV Pum is the atmospheric pressure.

oSr oSr _
Hence,—— and—5_— are obtained:
0s on
aSr a ., asMi?as
EZ(Srsat_Srres)(l_nv) o) (1_‘—( o) ) ) Y ( P )
atmr atmr atr (7)
n 1 n,—1 1 1
oSr_ asS, 2 as " s N=1l 1S, 20125
Ga St SL(LHEE) () (RS (S ey

Y (8)

where S.0 is a reference AEV for a reference poroso, and 4 a constant material
parameter.
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FINITE ELEMENT IMPLEMENTATION

Two types of particles

In this paper, the finite element method with Lagian integration points (FEMLIP) is
chosen as a unified method for coupled hydro-mechamproblems. On one hand, this
method is based on FEM. It means that it sharesfulecontinuous approach and the
dissociation of the mesh nodes, as FEM; on ther dthed, it is developed from the particle-
in-cell method [9], the fixed Eulerian mesh and thscretisation of the material points are
carried forward. In FEMLIP, the medium is discretizinto finite elements for the velocity
field. Then the solved velocity field on nodes bé tfixed mesh is transferred to material
points, in which all material variables are refresgtand carried during the whole computation
process [10, 11]. Differing from classic LagrangkieM, the material points, playing a role
as integration points, are allowed to move acrbesrtiesh between time t and time 6+, as

illustrated in figure 1:
(a) {h) (c) id)

glHat

Vivz —piifeasdaid

Step n+1
Figul: Schematic presentation of FEMLIP

Benefiting both the advantages from the EuleriaMB&nd the Lagrangian FEMs, FEMLIP

is appropriate to deal with 1) the small deformagiof elasto-plastic behaviour before failure,
2) the large deformations upon failure, 3) the dadisplacements of visco-elastic behaviour
after failure.

In order to simulate incompressible fluid and avmidsh locking problems, the element with
4 corner nodes and 1 central node is used in FENt.Héduce the kinetic stress, accordingly,
the mixed formulation is chosen for eliminating themerical effect of the infinite viscous
compressible modulus [12].

For simulating compressible geomaterials withoutrbymechanical coupling, the mixed
formulation can be simplified AY=F . Here, we just present an oedometric test catedilat
respectively by the iterative method under the mhif@mulation and by the direct method
under the formulation above, to ensure the firgip sbf the hydro-mechanical coupling
implementation.

The test is simulated by 1X1 n? weightlesssquare sample discretized 4%x4 elements.
Lateral boundaries and inferior boundary are fiaad the sliding along the lateral boundaries
is allowed. A vertical velocity of 0.05 m/s is etest on the superior boundary. With elasto-
plastic parameters enumerated in table 1, andastietime-step introduced by F. Dufour[12]

At, =10°s | two numerical solutions are compared in figur@2e dotted lines present the p-
g stress path of an oedometric test, simulated waithterative algorithm under the mixed
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formulation, the continuous lines, with an archatgp direct algorithm. A perfect
superposition is observed, in elastic, strain hairdeand elastic rebound domains.

Table 1: Elasto-plastic parameters of oedometst te
E(MPa) v | @eo =@col’) | Co(kPa) | ey = pef(") | CplkPa) | Yo =9.(") | By B, | n(Pa.s) | K,(Pa.s)
25 0.2 1 1 28 10 5 0,01 [ 0,02 | 2x 10" | 2.7 x 101®

Consequently, on one hand, for dealing with a cesgble material without hydro-
mechanical coupling, a direct method without itiers is feasible by FEMLIP; on the other
hand, by means of implementing the hydro-mechamgapling, the mixed formulation can
be held to calculate water pressure. We will taite account this question in next section.

In this scheme, we distinguish material points inypes. Ones don't involve or track
hydraulic variables, for these particles suctiod ath the other hydraulic variables are always
nil, by switching off the shape function of wagmessure. It means that the finite element
formulation integrated by these particles is exgedsa AV =F . The others involve the
hydro-mechanical coupling, in which the water poessis refreshed and the suction-water
content relationship is calculated in every compomzl time step. The corresponding
formulation is in the mixed form, an appropriaerdtive method is thus required.

5

------ Iterative mathod
Direct method

p (kPa)

Figure 2: Comparison of numerical results by 2 etght numerical methods for an
oedometric test

Tensorial equations in FEMLIP

In order to implement the unified model establisredabve into FEMLIP, an adapted
incremental stress-strain relationship is need@adtly;, on basis of Bishop's effective stress,
the stress-strain relation in FEMLIP frame is espesl as follows:

G=D"¢—At. xS My S m+c'

9)

where D is the visco-elastic 6x6 matrix 0 [s net stress.
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Secondly, knowing the? =nL5r, the suction-water content relationship is derifredn the
modified Van Genuchten-Mualem water retention csirve

d@ = Srdn+ ndSkE ( St gﬂ) dm gir ds—-(1- )0 Sr QHS_r) "nE o QFSFr (10)

0s on 0s

For the sake of simplification, some assumptiomslzaconsidered under certain conditions:
— The grains and the water are supposed incompressibl
— The pores of the medium are connected to the autsid the flow of pore air can be
neglected.
— The isothermal conditions are considered to avb@ ibfluence of heat transfer and
temperature field.
— The liquid flows obey the generalized Darcy's law.

With these assumptions, the equilibrium equatiomofmentum and the continuity equation
of water flow provide the simplest form of the gaveg equations, written as:

j (agTa‘)dV—Js(auT ft)dS—jV(a d B deo (11)

—k 0
div(—(Au,—b,))+=(p,0)=0

where @ is the Cauchy total stress tensPris the body force vector a f the distributed or

concentrated surface forcS andV are respectively the boundary related to the sarfa
force and the studied volume, the subscript t mesnsime t when the quantities are

computed 9 stands for the gravity acceleraticPw is the water densitfbw is the body force

vector of pore waterl, is the pore water pressure, akithe permeability tensor of
unsaturated soil. With adapted shape functions tAedstress-strain relationship obtained
above, discretised finite element equations araioéd as follows:

AVI +At, L U t+At, Ft +At,

At (13)

Q
t+At t+AL, t
+ ) - Qext At —U w

(14)

where

Azzjv(BT D*B) dV

L:zjv(BT)(rmng) dv

e = ZJ'V (NTbt+Ate _ BTa.t) dV+Z'[5( N’ s[+Ate) ds

L'=-3[ (NI @-n)(Sr+ n@) % B d\

Z_ZJ' (N 68r N, dv
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k
R= JA dv
Zjv(avag B.)
k
oty — NT ™) dS — - d\
QL =2 ([, (NLd™)dsg,- 3 [ ( %pwg )

N and Nw are respectively shape functions of velocity ardewnpressure.

Hence, a new system of equations for calculatireg wblocity and the water pressure is
obtained.

CONCLUSION

This report presents a solid-fluid unified model f@omaterials with a transition criterion in
between, and develops it by using Bishop's effecsivess. In addition, a visco-elasto-plastic
stress-strain relation based on the model, andctosuwwater content relation derived from
modified Van Genuchten's water retention curvesimtr®duced for solving fully coupled
hydro-mechanical problems. For validating the impdatation, an oedometric test is
simulated as a benchmark. By improving the fluielmodel in post-failure stage, and by
incorporating inertial force, a more complete agalistic model is expected.
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ABSTRACT

The multi-scale FEM-DEM approach is an innovative
numerical method for geotechnical problems, usinthe same
time the Finite Element Method (FEM) at the engrimep
macro-scale and the Discrete Element Method (DEMbha
scale of the microstructure of the material. Thek Ibetween
scales is made via computational homogenizationhigrway,
the continuum numerical constitutive law and theegponding
tangent matrix are obtained directly from the diserresponse
of the microstructure.

In the proposed paper, a variety of operators,erathan the
tangent consistent operator usually adopted for Nleg/ton-
Raphson method, is tested in a challenging attémphprove
the convergence performances. Other techniquesdatk to
increase the performance of the code, as for exarRiV
variability, are presented. The independence of BieM

computations is exploited to develop a parallelizede. Some
key issues related to parallelization will be présd and
discussed. Some results are given exhibiting tioeelfindings
with emphasis on aspects related to strain lodadisa

INTRODUCTION

The numerical homogenization performed in a mdtgoat allows us to use the microscale
REV behavior as a constitutive law (Miehe, 2008)otder to apply this multiscale model to
a general nonlinear problem, an iterative procedsreised, being Newton Raphson the
iterative scheme. A linearized expression of thecfion object of minimization is needed by
the Newton Raphson method. However, our numerjgaitaach doesn't provide an analytical
expression of its derivative: the identificationtbé operator used in the linearized expression
is part of the present work.
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MICROSCALE: DISCRETE ELEMENT METHOD

The Discrete Element Model (DEM) is a code modgllm assembly of grains with frictional
smooth contactsThe DEM code used in this work was developed by Gagl Combe and co-
workersin 3SR laboratory (Combe, 2003); it consists of a 2D model with spherical grains and
works in the following manner:

* REV generation: an assembly of grainsis generated in a structured mesh, each grain is given
a radius following some random distribution with minimum and maximum values not
exceeding the rank [0-0,5]. After this generation the assembly is shaken in order to break the
mesh patterns and a velocity is given to each grain in a random direction. For this step, a
contact dynamics (CD) algorithm is used, this algorithm is more efficient than DEM for low
number of contacts.

* |Isotropic compression (Fig. 1): after the REV generation, the grains are very disperse in the
space with amost no contacts among them. Different ways of compacting the assembly exist;
the one used in this work is an isotropic compression. In order to do this, the four walls
bounding the REV are moved towards the centre, decreasing the void ratio of the sample and
creating new grain contacts. The friction between grainsis set to zero during this step in order
to get a high compacity. Doing the same with friction among grains, will result in a much
higher void ratio, or even afoam, i.e. an appropriate configurations for industrial applications
(Combe, 2003).
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Figure 1.DEM sample before and after isotropic compressiorned lines represent force network.

 Periodic Boundary Conditions (PLC). For the tvaale problems of the present work, the
REV is assumed to be periodically distributed inear neighbourhood. PLC are used in the
model to represent an infinity of periodic REV'slwihe computational cost of only one. In
addition, the PLC gives a smoother result compéwedgid wall conditions, being this result
comparable to a REV with a bigger number of graifise inconvenient of the PLC is that
they impose some restrictions to the orientatiohef shear bands, that may result in a not
very realistic structure behaviour (Combe, 2003).

MACROSCALE: ISSUES RELATED TO THE ITERATIVE
PROCESS

Because of the non-linearity coming from the lasgains in the macroscale, the problem will
be solved applying the strain-stress load steptdgy. $n each step, the behaviour of the model
is still nonlinear due to the nature of the consitie law. In order to find the solution in each
time step, an iterative scheme will be used: NeviRaphson method is the natural candidate.
The constitutive law used in the microscale presesitess softening, i.e. convergence
problems are very likely to be encountered.

This issue is well-known in the literature, e.g. Berst (1987) underlines localization
phenomena and the related mesh dependency issE&dinCrisfield and Wills (1988) show
that Newton’s method oscillates between localisewl aon-localised states in some
integration points during the iterative processeylalso treat instability problems related to
snap-back, snap-through and propose different tgobs consisting in changing the
minimum pivot value in order to trigger the locali®n.

In a numerical model, the state is likely to be lbgeneous unless perturbations are
introduced in an explicit way. An homogeneous statg/ induce the calculation to evolve
into an homogeneous non stable state after thechtion while in reality this situation is
much less likely to happen due to microscale hgemeities, manufacturing imperfections or
other kind of geometrical and load perturbatiohss will lead to a more localized behaviour
than the one predicted in the numerical model.a®idi Crisfield (1992) tried to reproduce all
the possible bifurcations in order to be awarehaf ones giving the weaker response: the
minimum pivot and the determinant of the tangentrafor are indicators related to
bifurcation triggering. Gastebled and May (2000pwhthat in local bifurcation negative
pivots appear and disappear in successive itemtieading to a very slow convergence.
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Similarly, Crisfield and Wills (1988) observed dkions between localised and non-
localised states.

Local bifurcation must be clearly separated fromicttiral bifurcation and a full bifurcation
test concerning local and structural bifurcatioryrba performed (Fig. 2).

Paulino and Liu (2001) suggest that in Boundaryntelet Problems (BEP), the Continuum
Tangent Operator (CON) gives better results thanbnsistent Tangent Operator. This result
suggest the use of different operators for nontineaterials, even in FEM.

load
fundamental ©

load

bifurcated

path fundamental unfolded
path bifurcation
displacement displacement
a- Perfect structure b- Imperfect structure

Figure 2 Bifurcation unfolding. (Gastebled and May, 2000)
OperatorS CHOICE

The operator in the linearized expression of thesttutive law used in the Newton method is
discussed in the following. It is expressed asira thrder tensor using the following notation
(Eqg. 1). In this section the different kind of ogiers tested are:

Consistent Tangent Operator (CTO)

Auxiliary elastic operator (AEO)

Upper bound Kruyt operator (UKO)

Upper bound Corrected Kruyt Operator (UCKO)

iy = Cijkl = €kl

o11 C1111 Criiiz Crizr Crize €11
Ti2 | | Ciazin Ci2iz Ciaar Ciazs 712
o1 | | Co111 Caiiz Coizr Caiz2 | ' | 421
T22 Coo11 Chaziz Cagor Chooo €22

Equation 1Cauchy expression and notation.

CONSISTENT TANGENT OPERATOR (CTO)

The Consistent Tangent Operator is obtained usingeraurbation method (Fig. 3) and
integrating over the time step: it consists of ging a small perturbatidrin all the degrees of
freedom of the problem (which are four) and commutihne homogenized stresses for each
degree of freedom, so that all the 16 coefficiemts obtained. The second and third rows of
the operator are identical by definition of the stitative law (stresseS)while the second and
third columns are different as they come from défe perturbation calculations (strains). As

! Small enough to be considered infinitesimal coragdo the magnitude of the loading step.
2 Small strain approximation is taken into accouatti® strain tensor becomes symmetric.
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the method requires to recompute 4 times in eawh step the additional perturbations, this
approach is 5 times more time consuming than desogmnputation method.

graduy + <
grad g g M

grad g, grad iy
Figure 3.Perturbation over one loading step.

The CTO is claimed to provide quadratic convergehteeneral, the convergence obtained
using it in a FEMxXDEM model is not quadratic unléiss state is nearly elastic (Fig. 4). The
reason why quadratic convergence is lost is the-comtinuity of the derivative of the
constitutive law. Quadratic convergence can be rokseif a very small step is performed,
small enough so no grain sliding happens in any REYhe model. Usually this quadratic
velocity will be lost in a FEMxXDEM model for higheleformations. In this particular case,
the constitutive law is smooth enough to provideoatinuous derivative. Performing such
small step makes no sense since the aim of usingl BEto bring something else than
elasticity to the constitutive law. Considering éinsteps big enough to change the grain
contact network, Newton’s method will present lineanvergence at its best. This linear
convergence is lost as the loading path approachekifurcation. After bifurcation
phenomena, identified as a stress peak in a bitessl the convergence rate will remain sub-
linear because of the big deformations in some RENSt leading to smooth constitutive
laws.

10 T T

3 W | |

]

10

N. iterations

10 ¢ E

I 1 1 1 1 1 1 1 1
5 10 15 20 25 30 35 40 45 50
lteration counter

Figure 4.Convergence using Tangent Operator.

From a theoretical point of view a negative stiffsecoefficient is not possible because of
thermodynamic considerations, see Pasternak €R@l4). Therefore, materials exhibiting
negative stiffness are unstable. However, if omdyne part of the global structure presents
negative stiffness and the surrounding is stiffuggig it can “absorb” the instabilities and the
structure can be stable (Pasternak et al.,, 2014% dan be applied to the present case, a
multiscale model where the integration of the matgyoints can result in negative stiffness

3 Inside the shear band.
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coefficients but the surrounding materials poinithwositive stiffness are still able to absorb
the instability.

It is observed that in a large system, the useTdd @ the multiscale implementation, results
into a divergence bifurcation. It is known from FEApplications using phenomenological
laws that the solution can be found after bifumadi However, the time cost of the
FEMxDEM model forces us to stop the simulation befa solution is found, i.e. better
numerical approaches are needed.

AUXILIARY ELASTIC OPERATOR (AEO)

In order to solve the post localization convergepoeblems found using the CTO, other
operators are tested. Looking at the history ofdperator in a single Gauss point, it can be
seen that the non positiveness is restricted toesofmthe time steps being the operator
positive defined in the rest. This issue can bateel to the DEM behaviour which gives
negative stress only when a series of grains shtiegh happens in a systematic way during a
constant charging path. In order to provide a shmoevolution of the operator, a time
average over several well-converged loading stepgshe beginning of the numerical
simulation is performed. This provides a regulad aositive defined operator, which will be
used for the given Gauss point for the rest ofsiheulation. This operator has a disadvantage
as it is not tangent to the law beyond the elgsiase. Consequently, Newton method will
never present quadratic convergence. As the operstanchanged, it doesn't take into
account the heterogeneities coming from a shead.bErvertheless, no perturbations are
needed after obtaining the averaged operator ansl & times less time-demanding per
iteration than the CTO. The improvement with resgeche CTO is that it actually allows
going further in the computation after the bifurcat being able to find a solution for
relatively large values of strain and plasticityg(Fb).
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Figure 5.Strain-stress curves for different biaxial tests usig AEO.
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UPPER BOUND KRUYT OPERATOR (UKO)

The elastic operator proposed by Kruyt and Rothepl{d998) is tested. Kruyt proposes two
extremum principles in order to obtain the uppet bower bound of the elastic moduli of a
granular assembly. In this work, we will refer bee toperator related to the upper bound of the
elastic moduli. This operator has been already usedmultiscale FEMxDEM approach by
Guo and Zhao (2014). UKO is obtained assuming h@megus strain field over the REV and
performing a summation over all the contacts, tgkim consideration the orientation and
stiffness of the contacts (Eq. 2). Cohesion for@snot taken into account. As it consists of
an elastic definition, the resulting operator isipee defined (in contrast to the CTO which
can have negative eigenvalues due to the softdrehgviour). Not being a CTO, quadratic
convergence cannot be expected. The positive tefinbof this operator makes it more
robust, especially in a softening branch. In additino perturbation is needed for obtaining
the coefficients, so, a priori, the computationadtds 1/5 compared to any perturbation-based
methods. After each iteration, the operator is iokth performing a summation over the
contacts without any additional calculation. Consayly the additional computational cost is
minimal compared to the DEM part.

1 _
Liju = §Z(A‘ﬂ_n§l§-n§,if + ket SIStELS)
IS CES
Equation 2Cauchy expression and notation.

UPPER BOUND CORRECTED KRUYT OPERATOR
(UCKO)

As already said in the previous section, the UK@es from an extremum principle which
provides the upper bound of the elastic moduli,gkgemum principle providing the lower
bound (Kruyt and Rothenburg, 1998) is not conveniem be used in the present
implementation since it is not a straight forwardgedure. It would mean an increase of the
complexity and computational time expenses of thedec Using statistical and
thermodynamics principles, Kruyt shows that thestgtamoduli can be obtained as the
average of the upper and lower bounds if the coatdin number is high enough (this is the
present case). Being aware of this linearity behwmegper, lower bounds and actual elastic
moduli, and in order to obtain the most accuragg@amation of the elastic moduli without
increasing the computational time, the UKO is coragdo the CTO in the pre-peak part, and
a correction coefficient is applied to UKO in orderobtain an approximation of the CTO: the
UCKO.
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STRAIN LOCALIZATION

STRAIN LOCALIZATION CATALYSIS: GEOMETRICAL
DEFECT

One of the challenges for the Newton method is#xin the required precision criteria when
approaching a bifurcation. Beyond the peak strésyton method often increases its
efficiency reducing the number of iterations p&pstThis can be seen in the previous biaxial
tests as a higher number of iterations aroundttieespeak are required. One possible way of
minimizing this the number of iterations around pgeak is to trigger one of the solutions by
different means, for instance by introducing a defie one of the elements that will break the
homogeneity of the sample. The biaxial geometrg.(B) is used. In the plot (Fig. 6), the
second invariant of strain is shown at the end diiaxial compression test with constant
lateral pressure (2,5% of axial strain). The figue the left consists of an initially
homogeneous sample presenting a shear band ahdhef ¢he test. The figure on the right
consists of the same configuration but with a gedoa defect introduced in one of the
elements. The defect consists of a notch in th&@emode of an element located in the stress
boundary condition contour. The notch has a depttD&o of the element side length (finite
value). In the results, it can be observed thatl#fect will not trigger a different localization
mode; the localization will be exactly the samarathe homogenous case as well the stress-
strain curve. The identical stress-strain curvelwaput down to the fact that the perturbation
induced by the notch is outside the localizationciwlgoverns the homogenized behaviour at
the end of the test. The interest of this experinethe fact that a finite perturbation of the
initial homogeneous state will not make any differe to the homogenized evolution of the
test, the reason of this can be explained by tii@alibias shear strain of the REVs which has
more influence to the homogenized behaviour thargfometrical defect in the element.

[ %

+ 1.000E-03

Figure 6.Second invariant of strain for the end of a biaxiatest homogeneous and with a
geometrical defect in one element as a localizatiaatalytic.
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STRAIN LOCALIZATION CATALYSIS: DEM PARTICLE
FRICTION

In this case, the catalyser for the strain locéilirais a reduction on the interparticle friction
coefficient in one of the elements, from p=0.5 teQu3 in element number 4 (Fig. 7). The
weakened element is now located in the place wierdand is supposed to appear because
the sign of the bias shear stress of the VERs. @oangpthe first map of the second invariant
of strain with the second one, it can be affirmbdttthe weakened element triggers a
localization of the strain in a way that for thengaaxial strain value (2,5%) the sample has a
higher strain localization: 26.4% vs 18.1% for tine@ximum value of second invariant of
strain inside the shear band leading to a fastempatation and possibly better emulation of
real materials with heterogeneous microscale digion.

[ O

o ke

8@

Figure 7.Second invariant of strain for the end of a biaxiatest homogeneous and with different
REV in one element as a localization catalytic.

The strain stress curves present differences thigebifurcation takes place, the homogeneous
sample has a peak stress as the end of the efmstidout after several steps the stress
increases again, while the sample with a diffeed@ment presents a more smooth behaviour
and reaches softening faster than the homogena$oorstrain higher than 1%. At 2,5% of
axial strain the homogeneous sample hasn't reattteedesidual shear stress, in the other
hand, the heterogeneous sample reaches the resithss value near 1,5% of axial strain due
to the faster localization process.
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REV VARIABILITY

It is proved that breaking the homogeneity of tlaengle will help to trigger the strain
localization reducing the computational time arabliag to a faster softening. Following this
research direction, a new simulation is prepark@, time introducing a series of different
elements (11 elements, 8.5% of the total) alongadnitrary orientation, the RVEs in the
elements have the same differential property abernprevious subsection: a reduced contact
friction coefficient u=0.3. The result is a fasmymputation compared to the case with a
single different element and a slightly higher alior the maximum strain localization:
27.3% vs 26.4% for one single different element 48d.% for an homogenous sample. The
localization happens in a faster way than in theadgenous sample or one different element
sample, in the other side, the peak stress is Ithwger in the previous cases 14% lower with
respect to the homogenous case and 11% lower eghect to the case with one different
element, which may be due to the proportion of weeakl elements over the total (8,5%), or
weakened elements inside the shear band (62.5%j)ngnan average friction coefficient 25%
lower along it.

This test shows that introducing a series of elamevith a different property inside the
sample can induce strain localization reducingctmputational time. However, introducing
a big number of elements with a different propedy also change the average value of the
given property; if this is the case, a comparisoithwhe homogenous state is not
representative anymore. In order to perform a prepgly about the effect of heterogeneity
introduced by element variability a new seriesiofudations are prepared: the same sample is
filled with 28 different elements, half of them tvia decreased contact friction in the VER
and the other half with increased contact frictleading to a zero bias concerning the
reference value of contact friction u=0.5. This #aased group of elements is randomly
distributed along a diagonal orientation in oradebteak the sample spatial homogeneity.

In order to capture the effect of the root mearasgwariability of this zero biased group of
heterogeneous elements, a parametric study isedawith the value$=0.2/0.1/0.05/0.025,
being & the variability of the contact friction coefficieriThe second invariant of strain (Fig.
8) shows a more regular and straight shear bandhirlower values ot (closer to

homogeneous state), with maximum values of sheainssimilar for all cases, from less to
more homogenous: 24.3%, 22.3%, 21.7% and 25.2%.

The way the heterogeneous elements affect the Igloblaaviour is the following: the
elements with less contact friction in the VERstllae average will present sliding contacts
earlier; the elements with higher contact frictianthe VERs will be able to withstand more
strain without sliding so inducing the strain lazation in the already weakened elements.
This autocatalytic process will trigger a straindbzation earlier than in the case closer to the
homogeneous state. Looking at the strain-stresgesuiFig. 8), it can be seen that the pre-
peak elastic behaviour starts to plastify earlier the higher values of, presenting a
smoother behaviour, more similar to real matetiads the simulations with lower valueséf
that present a more brittle end of the elastic. gdre average peak values for the stress are
slightly lower for the cases with high&r The early elastic part and the residual sheasstr
part for large strain are similar or identical ihsaamulations; the main effect of this element
variability is on the localization process. It's ity remarking that even the case with
smallestd has a typical heterogeneous material behaviouingak difference with the case
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presented in previous subsections where the vdlde=00 concluding that any small finfte
heterogeneity is able to trigger the localizatidfea earlier than the numerical rounding
which is responsible of the break of homogeneitgdgmogeneous cases.

| | I p=05+4
B /=05-5
[ Jp=0s

& (%)

Figure 8 Biaxial test geometry and REV distribution over theelements. Second invariant of
strain for the end of a biaxial compression test.t&in stress curves.

As commented before, any help to the localizatiah lvelp the Newton iterative scheme to
go straight to the solution resulting in a fast@mputation, accurate data of computation time
is obtained from the present parametric study,hidwelware used is an intel core i7 2620M
processat, in which the four simulations will run at the satime, one in each one of threads,
the results are presented together with the honmgewase § = 0) (Fig. 9) showing a
decrease of the computation time as the sampleases the inhomogeneity: from 54h for the
homogeneous case to 41h for= 0.1 representing a reduction of 24% of compaiatime
with respect to the homogenous case.

* In contraposition to infinitesimal.
® Other parameters as the RAM memory are not retesiage this multiscale model is intensive in pesmF
time (integration of the constitutive law), but notmemory usage (the solver deals with a smaitefialement
rigidity matrix, easily factorisable).
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Figure 9.Computational time for parametric study of REV variability.

PARALLELIZATION

Introduction

Since the invention of computers till the last dic#he increase of performance was mainly
due to the increase of clock speed of the procedsémwadays this scenario has changed,
because of physical and energy dissipation linateti the clock speed cannot or is not
practical to be increased anymore, so the stratetfy increase the number of processors in
the same micro sharing the same memory and beleg@perform different computations in
parallel. To take profit of these new architectutkes old computing paradigms must be
adapted to be able to split the computation logohirallel regions.

Numerous examples of FEM parallelisation existhe titerature: early works (Farhat and
Crivelli, 1989) already focus on nonlinear FEM peohs with shared memory architectures
achieving improvements by reducing the overheadiired by the element-by-element
concurrent computations, Pantalé (2005) presestady of the effect of different strategies
on the speed up in an object oriented FEM code,ajlak (2005) uses an hybrid

MP1/OpenMP implementation applied to a 3D FEM linekastic problem being able to solve
a configuration with 2.2E9 DOF using the Earth San® and achieving peak performance
of 3.80 TFLOPS. Guo et al. (2014) uses an hybrid/@&enMP implementation in order to

parallelize an unstructured finite element modgligg to fluid mechanics.

Element loop vs solver, speedup

FEM problems can be parallelized both in the gaasst integration loop and the solver. For
the gauss point integration loop, little changes raquired since each of the gauss points is
independent thus each one can be computed bydafiff@rocessors. For the solver part, the
global stiffness matrix can be split into differgudrts, each one can be solved individually
and finally solve a system of equations with théutson of each part. Obviously this
parallelisation needs deeper modifications of thgimmal code since the splitting of the global
matrix is not automatic. Depending on the probléme, ratio between the time spent on the

® Was a highly parallel vector supercomputer systedapan for running global climate models and fewis in
solid earth geophysics, it was the fastest in thddwbetween 2002 and 2004 with a capacity of 33,BBOPS.
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elements and the solver can vary. Typically, pnotglevith analytical laws and fine meshes
are solver intensive meaning that most of the cdatfmn time is spent on the solver, on the
other hand, double scale problems with coarse reeal® mesh are element intensive
meaning that most of the computation time is spenthe integration of the gauss points in
the element loop.

This implies, according to Amdahl (1967), a themadtpossible speedup as given in (Eq: 3).
The gauss point parallelization is less and lelsi@fit as we increase the number of elements
because the time devoted to the solver increagesnentially, with the size of the global
stiffness matrix. For a big number of processoes sheedup factor tends to an asymptotic
value linked to the time devoted to the non-paliaéle part (Fig. 10). The mean weakness
of multiscale problems as FEMXDEM is the computaicexpenses related to the integration
of the microscale. For less than 512 elementspeedup presents an almost linear relation
with the number of processors if this number is kisn approx. 50 (Fig. 10).

T(1) 1
S = =
=70 BT 11-B)
Equation 3Amdahl speedup expression.

In the previous lines we showed that the elemeap Iparallelization speedup becomes
asymptotic with respect to the number of proces¢brg. 10) meaning that the problem
switches from element intensive to solver intensinehis case, the parallel architectures will
be less efficient because the time devoted to ment loop tends to zero. This situation is
equivalent to the classical FEM using analyticavdathus becoming FEMXDEM an
appropriate approach to model real scale problenegjuiality to pure FEM schemes

Speedup FEM elements parallelization: parametric plot non parallelizable part B Parallelization efficiency. rate of processor usage
260 j T T T 7]  We are here 1
non parallelizable part B /
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Figure 10PIlot of theoretical speedup factor using Amdahl fomula. Parametric study for
different values of B (non paralelizable part) from0% to 10%. And Parallelization efficiency
depending on B (non parallelizable part) and n (nurber of processors or threads available.

" Quadratic in 2D problems. if Gauss Seidel resotuts considered, in the present case LU factéoisas used,
probably decreasing the computation time for biggatrices.
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CONCLUSIONS

The homogenization of a DEM REV serves as a catsti law for a FEM scheme; this
allows us to model granular materials such as, ,saock or concrete without using
phenomenological laws in the first gradient CaueRkpression. The code is not intended to
model clay due to the different nature of its mszale.

A very rigorous work has been done concerning tlegvtdn method operator in order to
obtain a more efficient iterative method, differemerators than the tangent consistent one
have been tested. Other techniques have been dpmiesded to improve the performance of
the method, such as geometrical defects or REValbdity in an attempt to bring
heterogeneity to the initial state.

The code has been parallelized in the element kbepparallelisation of the element loop can
provide a major improvement of the performance,top99% of time saving based on
elements-solver load ratio for a 512 element sanfiptehe moment there is no interest on the
parallelization of the solver, this scenario caarge if in the future, taking advantage of the
parallel architectures, the number of elementsdeesiased to higher values.

After the parallelisation of the code, and whenduge a high number of parallel cores
machine, it switches from element intensive to somtensive, meaning that it becomes as
powerful as analytical law FEM codes.

The definition of the model includes a second gradconstitutive relation.
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ABSTRACT

The aim of this work is to get in numerical simidas the same
aerial pressures and impulses as in experimentbuakd
explosions in dry and saturated sand. A soil med&i a non
linear elasticity and a viscoplasticity of Perzyhas been
developed. Water content has been taken into at¢brough
the stiffening of the soil. The model was writtem & user
routine and incorporated in LS Dyna to run Eulerian
simulations. Small scale experiments have beenedaaut to
obtain data for simulations with the model. Pressgauges
were located at various heights above the burigdosion and
the propagation of the shock wave was followed vathigh
speed camera and the technique of shadowgraphydditnsty
and the water content of the soil were controllefoi® each
shot. The comparison between the simulations anel th
experiments provide similar results.

INTRODUCTION

To reproduce the effects of a buried explosioniova phenomena must be taken into account
in soil modeling: a very large soil compressiom¢si stresses of several gigapascal are
reached in the soil close to the explosive) bub &smsion (which provokes the soil raise and
the soil projections). If a structure stands abdkie buried detonation, the impulse
corresponds to the momentum which is transferrethbyexplosion. It is composed by the
shock wave generated by the detonation and by dhepmjections because of the kinetic
energy they drive. Their contributions can be venportant in particular when it deals with
fine grained soils.

The model which is described in the following hae developed for a sand which can be
saturated. As a matter of fact, various authorgedtthat water in soil increases the impulse.
The strain rates generated in soils by explosioay@ry important (with values between

1000 and 10000°3. Dynamic soil modeling is less studied in satemiaoils than in dry soils.
However modeling a soil at these strain rates requb take into account viscoplasticity.
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CONSTITUTIVE SOIL MODEL

A viscoplastic model with a non linear elasticigstbeen developed from a model of Tong
and Tuan (2007). An isotropic hardening was comsitle

The constitutive model is derived from the DrucReager model and is constituted of 3 yield
surfaces: a cap surfacgéquation 1) which can hardening when stressesaserand which
has an elliptic form, a failure surface(équation 2) which allows to limit shear and dace

f3 (equation 3) with an elliptic form defined by aaffi value to control tension. The three

yield surfaces are continuous to have a whole ygaltace with a continuous normal (figure
1).

VI, 4

Failure surface

f
Cut off 1 Cap
surface surface
f3
>
T L M X Iy

Figure 1.Yield surface constituted of 3 parts: a tensile pardefined by a cutoff value T, a
failure surface and a cap surface which can harden
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In above equations; is the first stress invariant such @as 1 tr o, % is the second stress
invariant, X corresponds to the intersection betwibe cap surface and theakis, M is the
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point of the cap where the tangent is horizontag the value of 11 such aglf)=f,(L) anda,
B, yand® are parameters defined by the material. T is thsilelimit.

The hardening law is the following:

x(k)-x(0)== ‘1——‘_1—1J , k=-trey, (5)

W

This law is function of the viscoplastic volumetsirain, of a parameter w which can be
considered as the volumetric fraction of void ia #woil, and D which is a parameter linked to
the material.

In a whole, the material requires 12 parameters.

SOIL STIFFENING DURING EXPLOSION

Soils are constituted of three phases (solid gramaser and void). In quasi static regime,
water is considered as incompressible and if tlesscompressed, water and air are going to
be progressively evacuated from the solid skelefbis hypothesis is not valid anymore
during shocks. For large dynamic compressionstik@éed explosions, the soil behaves as a
undrained medium because water is trapped in tharsd does not have the time to escape.
For stresses in the order of magnitude of gigapaskestic moduli which vary but not in a
significant way during quasi static tests, greatbyrease (Zakrisson et al. (2012), Fox & Lee
(2014)).

These two aspects have been taken into accoume ielastic part of the model. The elastic
moduli increase with the average of stresses.

18 viscoplastic volumetric strain
< —,
18 elastic volumetric L - _/
14 strain s - 7
-~ 4
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o total volumetric strain o V4
= 10 | (500057 e v
g : /
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= .7 total volumetric strain /
S 6 s (1000 s) Fd
/
7 \_ /
4 o e i ———-—-
./ ———————
2 J-- total volumetric strain
{quasi static regime)
0 el et

0 0,2 0,4 0,6 0,8 1
Volumetric strain

Figure 2. :Mean stress in relation to the volumetric strain duing an isotropic
compression test for a quasi static regime and fax strain rate of 1000 &.

When stresses are very large, the bulk moduluséistéoward the grain modulus if the soil is

dry (30 to 40 GPa), and toward a modulus which ddpdoth on the grain modulus and on
the water modulus weighted by the volumetric fiatf water otherwise. Figure 2 presents

173



the increase of mean stress in relation to theielasd the total volumetric strains for an
isotropic compression test in a quasi static reginging an explosion, the soil undergoes
strain rates between 1 000 and 10 080/ghen the soil contains water, its mechanical
behavior depends on the strain rate of the tediglme 2, the total volumetric strain in an
isotropic compression test is compared betweeraai gtatic regime and a strain rate of
1000s". Inertia is visible on the curve, underlining #féect of viscoelasticity.

SMALL SCALE EXPERIMENTS

Small scale experiments have been carried outyimud saturated sands. They deal with a
small quantity of explosive buried at various depfPressure gauges were mounted on a shaft
at various heights above the location of the budetbnation. Figure 3 shows typical pressure
results for a buried detonation.
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Figure 3:Typical pressure curves obtained at various heightabove a buried detonation

The four pressure curves on figure 3 have the srape: first the pressure increase within a
microsecond. The pressure intensity is all the nmaportant since the location of the
measure is close to the explosive. The pressureases then exponentially and takes values
below the atmospheric pressure which is due tortitigation waves which follow the shock
wave. Finally the pressure tends to the atmospipegissure.

A reflective panel was placed in the backgrountheftest to follow the shock wave with a
high speed camera. As a matter of fact, the sh@slewvhich is produced by the detonation
drives a difference of density which is naturaligible. On the reflective panel, its reflection

is emphasized. This technique is called shadowgraph top of clearly following the
propagation of the shock wave, the soil raisingi¢Wwlis originally above the buried

explosive) and the soil projections can also berdjaished.

Water content and soil density were controlled tetnd after each shot with two techniques.
First a gammadensitometer was used: a probe igglacthe soil and sends two nuclear
sources. The fast neutrons are slowed down whéidiogl with hydrogen atoms. Since water
is the main source of hydrogen in the soil, theewabntent can be obtained. Gamma rays are
spread when colliding with grains. The dispers®mieasured by the probe and related to the
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soil density. Traditional laboratory tests congétihe second sets of soil controls: a soil
sample with a known volume is weighted to get emgity, and is oven dried for the water
content. Both methods provide similar results.

The soil crater produced by the detonation is sedna get its dimensions.

COMPARISON BETWEEN NUMERICAL SIMULATIONS
AND EXPERIMENTS

The model was written in a user routine and incaafeal in LS Dyna. Axisymmetric Eulerian
simulations reproducing the small scale experimeset® run with the same dimensions. The
pressures and the time of arrival of the shock weeee compared in figures 4 and 5 for three
depths of burial. In the figures, the deepest d&ton corresponds to DOB 3.
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Distance of the gauge above the free swface

Figure 4:Comparison between numerical simulations and expements of pressures for
three depths of burial (DOB)
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Figure 5:Same as figure 4 but for times of arrival of the shck wave

The pressures obtained in simulations and expetsyae similar. As for the times of arrival
of the shock wave, a small delay exists for thgpdeedetonations. In fact, since this delay
remains the same for all the gauges, it may bealtlee soil preparation, and in particular to
the grains which are placed above the explosive.

CONCLUSION

To simulate the effects of buried explosions, d swmdel has been developed with a non
linear elasticity to make the soil resist to thegéastresses generated by detonations. The
water content was taken into account because omp®rtant contribution to the impulse.
Small scale experiments were carried out to get fitatthe simulations. The pressures due to
the detonations of explosives buried at three diffedepths were recorded at various heights,
in dry and saturated sands. Numerical simulatioasezwun to reproduce these experiments.
Similar results were obtained.
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ABSTRACT

This work deals with the study of the behavioumuosaturated
soils at the grain scale. A solid and verified thedynamic
framework that allows to fill the gap between thedynamics
and the DEM modelling is introduced. The studyucss as a
start to a simple system of two particles of dfar radii
connected by a microscopic pendular incompresdliojeid
bridge in perfect wetting conditions. The energpg@ied to the
system is determined and is divided into two pa}she energy
due to the change of the matric suction in theesysand b) the
energy resulting from the movement of the particleish
respect to each other. The internal energies wesoecalculated.
The results obtained from the first law of thermoayics show
that the interfaces between the different phasesept in the
medium have significant importance in the macranigation
of energies and must be taken into account.

INTRODUCTION

The macro behavior of unsaturated soils is dictdigdhe interactions between particles
subjected to capillary effects which makes theudgt in the framework of continuum
mechanics no longer sufficient. A micromechanitatlg where new features due to capillary
forces in the medium must be taken into accounbedtier describe how these materials
behave is then required.

A micromechanical thermodynamic framework is introeld in the following work. The
advantage of such study is that at the level ohtleostructure of the soll, it is accounted for
all the elements present in the medium, includimg interfaces that separates the different
phases in the medium.

One of the first to highlight the importance of ihéerfaces in the formulation of free energy
and their influence on the effective stress tengas Coussy (Dangla & Coussy (2002)).
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Other studies also following a thermodynamic apghoauch as Gray et al. (2002) and
Nikooee et al.(2013) have introduced balance lawaterfaces.

Nikooee et al. (2013) proposed a new formulatiartlie effective stress tensor assuming that
the deformation in the soil can result a changthencurvature of fluid-fluid interfaces and
alter their free energies . This assumption leada separate term in the formulation of the
effective stress tensor taking into account the warhof wetting non-wetting interfaces and
dependent on the derivative of the Helmholtz freergies on the Lagrangian strain tensor.
Solid-wetting and solid-non wetting interfaces weegjlected in the case of rigid grains.

The main purpose is to test the importance of thetsefaces and the energy that must be
associated to, in order develop new micro-macrostiinive relations suitable to better
describe the mechanical behavior of these materadd fill the gap between the
thermodynamics and the DEM modeling.

PENDULAR REGIME : NUMERICAL MODEL

At low water content, water bridges are formed leemvneighboring particles and the regime
to which this study is limited is called pendulagchuse in this case the capillary force
resultant from the presence of these meniscii ealinked to the geometry of the grains and
to the capillary pressure inside the medium by d¢hpillary theory. At higher saturation,
things become more complex.

The DEM model for the pendular regime model is irexp by the work ofScholtés et. al.
(2012). The grains are rigid spherical grains ceotet by liquid bridge in perfect wetting
conditions.

Au=yC (1)

The shape of the liquid bridge is given by Laplacpiation that is the exact numerical
solution and gives a relationship between the d¢urezof the bridge and the matric suction in
the medium.

Figure 1.lllustration of a liquid bridge between 2 sphericalparticles.

Solving Laplace equation allows to calculate theillzay force and the geometric properties
of the meniscus (volume and interfaces ).
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The capillary force is calculated at the gorge:

Feap=I1S Yo+ 21Ty Y, (2)
The volume of the bridge is:
V=[Ty*(x)dx—V,-V,

V1 and V2 are the volumes of the spherical cape@/by both filling angles.

A= 21 y(x)V1+y 2(x)dx
The wetting-non wetting interface is:

The solid-wetting interface is:

Ag= 211 R?(1—cosd, ) +2I1r%(1—cosd,)

The solid-non wetting interface is:

Ag,=2T1 R (14 cosd,)+2I1r*(1+cosd,) (6)

The bridge breaks when no physical solution is iptess

ENERGY BALANCE OF A WATER BRIDGE

It is important for any model to verify the lawstbermodynamics that control the interaction
between the elements of the system. In this sectlen energy balance for a two spheres
system connected by a bridge is examined, assuanimgar contact law between the grains
and using the pendular bridge model presenteceiseistion above.

We consider a model system of solid, wetted by miatéhe presence of gaz at atmospheric
pressure. The system is inspired by the work ofrber(1970) (Fig. 2). The solid phase is

represented by 2 spherical grains of equal or miffesizes. Water can leave or enter the
bridge through a passage into one of the partidies. change in the volume of water and
surface areas is assumed to be reversible. The wfathe piston have no contribution to the
energy of the interfaces and the movement of psstmcurs in a way to keep equilibrium in

the sample.

This work extends the work of Morrow (1970) to mayiparticles. In the 2 grains system

presented here, one of the particles is fixed &edother can be either fixed or moving at a
given velocityv.
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Figure 2.Idealized system inspired by the work of Morrow (190)

The conservation of energy is checked for the systor the first law of thermodynamic to
be verified, the sum of all the internal energiethe components of the system must be equal

to the external work supplied to the system.
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Figure 3.The paths of external work supplied to the system.

Different paths of external work are applied eithsr applying an incremental relative
displacement to the particles (keeping the suatmmstant) or by changing the matric suction

s in the medium (keeping both grains fixed) or bgiroging both together at time.
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Figure 3 shows the plot of the external work peluree as function of the suction and the
strain, and the different paths applied to theéesys |t is noticed that the total energy supply

to move the system from a state to another is ipaigpendent. Therefore it must be possible
to define a formulation for the stored energy deli@g only on the current configuration.

External work is calculated as the sum of 2 conepts1 a part related to the work done on
the system by moving the piston connected to tldgérto provoke a change in the volume of
water -dV and one related to the movement of grains

Wext:f(Fe|+F )dG—ISdV (8)

cap

Wey IS the total external worls is the matric suctiony is volume of meniscudse is the
contact force Fcqp the capillary force and is the relative displacement between the grains.

Internal energy

The change in the total internal energy of theesys divided into 4 components, the change
in the energies of the three phases present isygtem and the change of the energy of the
interfaces.

AE=AE+AE,+AE +ZAE, (9)
w denotes for wetting, n for non wetting and s falics A; denotes for the three interfaces
present in the system.
The pressure of the gaz in the system is equilet@tmospheric pressure which means that
the change in the potential of the gaz phase iBgilelg. The change in the internal energy of

the water is also null as it is an incompressillel f

The energy of the solid phase is equal to theielasergy:
A E;=AE,=A(0.5ky x5+ 0.5k x7) (10)

kn andkrare relatively the normal and shear stiffnesses.
The change in the interfacial energy is calculdtasked on the work of Morrow(1970).

AE =2y, AA (11)

In this case, the particles are dry, connectea@ yater bridge. Three types of interfaces is
present in the system, the wetting- non wetting, sblid-wetting and the solid-non wetting
interface.

A Eca;::ywnA ’A‘\/vn_|_y5\/\A 'A‘svx_|_ysrA Asr
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(12)

The equilibrium at contact line gives a relatiopshetweeny sy, v snand y wn. In perfect
wetting condition this relationship is:

Ywn™ Ysu™ ¥sr (13)

For rigid particlesA Asw=— A Aqn; Replacing it in the previous equation, the tatahnge in
capillary energy is:
A EcaFZYWn(AAwn_AASV\> (14)

AAsy , AAwnand AA,— AAg, are plotted in figure 4 as function of strain audtion to
evaluate how each of the interfaces contributékertotal interfacial free energy.
The plots show that the variation &fAg, and A Ay, is of the same order of magnitude, and
the difference A Ayn— A Agythat is proportionnal to the interfacial energymsich smaller
than the value of the change of each individuariate. That means that all interfaces vary
significantly with suction and deformation and resging the energy of one of the interfaces
can lead to an overestimation of the free inteala@nergy with a significant error.

0.00

=0.05

AA AAwnO —BDSAA

wn

—010

L "

—-0.15

—10]

~o{-0.20 —0.20

15 " n L L n —0.25 _1% n n n sy
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Figure 4.The plots of the change of the interfaced Agy , A Awnand A Ayn— A AgyWwith strain
and suction
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Figure 5.The plots of the elastic and interfacial energiesral the total internal energy stored in
the system as function of strain and suction

The change in internal free energy components heddtal free energy that is the sum of
both previous components are represented in fig@®function of strain and displacement.

FIRST LAW OF THERMODYNAMIC

The external work supplied to the system and toternal energy are plotted as function of
strain and suction in figure 6 taking into accotii@ energy of interfaces. The external work
is equal to the internal energy stored in the syst@d the numerical error doesn't exceed 2

percent.

: . . 7 . :
. = AR, — w,_.,] - e AE — W

a . . . : ; i . . :

1.0 -0.5 0.0 ©0.5 1.0 15 2.0 25 3. 50 12.5 13.0 13.5 14.0
(%) s

Figure 6.The plots of the external work and the total interral energy stored in the system as
function of strain and suction
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Figure 5. shows also that the interfacial energy rha significant. When the grains for
example are distant, the elastic energy is equakto while the external work is not null
since the grains are moving. If only the elastiergg was taken into account, the energy
balance of the system is not verified and thereobkéously missing terms that must be taken
into account. These terms are equal to the endrtpeadnterfaces in the system.

CONCLUSION

The energy balance for 2 grains connected by watdge was verified in this work. It has
been shown that the energy balanced is not vemfiftbut the energy of interfaces that play
an important role in the behaviour of unsaturateil and their energy must be taken into
account. The variation of each of the interfaces alao checked and it has been shown that
all interfaces must be taken into account to esamarrectly the total interfacial energy in the
system.
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ABSTRACT

Numerical methods used to study hydraulic fractyrim low
permeability rock masses need to take into accdhet
interaction between the progressive failure medmnof the
intact rock matrix and the pre-existing naturatcfuaes. A fully
coupled hydro-mechanical 3D discrete elements mdedaling
with such interaction is presented here. The ulinwdjective is
to grasp the role of the rock-matrix failure on grepagation of
the main fluid driven fracture under different ssedfields and
pre-existing fracture orientations. The proposed thoe
provides the spatiotemporal distribution of theuoed crack
events which can be tracked during the simulationaking
possible the identification of the local mechanisieeding to
macro-failure in the rock matrix or reactivation dhe
discontinuity planes. A hydro-fracking experimentakt was
simulated and, is presented in this paper as péneovalidation
process of the model.

INTRODUCTION

With the expansion of shale gas and geothermaiveise exploitation, the technique
of Hydraulic Fracturing (HF) has been widely usedrahe past years (McClure, 2012; Britt,
2012). Despite recent advances in micro-seismailysis or numerical modeling (Nagel et
al., 2013), the way progressive failure of rockeets the fluid flow depending on the in situ
stress conditions or the rock heterogeneities igully controlled yet (Zoback, 2010).

In this work we focused on setting up a three-dis@mal discrete elements model to
study fluid driven fractures propagation. The imtemck is modeled by a discrete element
method (DEM) able to reproduce fracture initiatiamd propagation (Scholtes and Donze,
2013, Garcia et al., 2013). The pre-existing freed are explicitly modeled and can be
individually defined or be part of a discrete fraet network (DFN) (Harthong et al., 2012).
Their mechanical response is fully coupled with flo&l within a HM-DEM framework. The
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fluid flow and it's interaction with the intact mat and the pre-existing discontinuities is
modeled through a Pore-scale Finite Volume (PFWes® (Chareyre et al., 2012, Catalano
et al., 2014 ), specially enhanced for fracturezk nmodeling.

In order to validate the hydraulic fracture initet and propagation, a comparison is made
with a hydrofracking test performed in sandstonecspens (Stanchits et al., 2013). The
overall response of the specimen to the mechaarghhydraulic loading is compared.

NUMERICAL MODEL

DEM model

A 3D coupled discrete element model was used ferdtudy. This model is implemented in
YADE OPEN DEM (Kozicky & Donzé 2008, 2009), an extiable open-source framework.
A detailed description of the model can be foundémeral references (Smilauer et al., 2010,
https://yade-dem.org/dgcand only a short description will be given heFee DEM model
considers a set of discrete spherical elementsartiag through cohesive-frictional brittle
bonds with the possibility for near neighbor intgian. Scholtes and Donzé (2013) showed
the advantage of such feature to obtain realistittldness ratios and nonlinear failure
envelopes for various rock types. The cohesivéidn@al bonds behave according to an
elastic-brittle constitutive law. For the elastiondain, constant shear and normal stiffnesses
are computed depending on the size of the dis&letments and the desired macroscopic
parameters. Linear elasticity holds until sheateosile local bond failure occurs. The failure
criteria are expressed using a modified Mohr-Coliamiterion based on three parameters, a
friction anglep and two stress-like values defining the maximumiadible forces £ and
F."® are derived. After brittle rupture, frictional @action occurs between strictly contacting
discrete elements. Such interaction presents reldéestrength, and a purely frictional shear
resistance that depends on the friction apgl®verall, the DEM model for the rock matrix
includes six parameters (Scholtés & Donzé, 2013).

DEM modeling of pre-existing rock discontinuities

Due to the spherical shape of the discrete elemgtamar discontinuity surfaces
cannot be described without being dependent oflideetization. For this reason, the present
model uses the smooth-joint model (SIM) proposedlby Ivars et al. (2011). The SIM is
applied to all interactions located across pretags discontinuity surfaces. The SJM
modifies the orientation of the interaction accogdito the orientation of the pre-existing
discontinuity. A frictional elastic-plastic behavias prescribed along the discontinuity
surface, with very small influence of the roughngeeerated by the spherical elements. The
SJM’s behavior is characterized by four parametarsmal and tangential joint stiffnesses, a
local joint friction anglep and a dilation angle. It is important to note th&t corresponds to
the resulting macroscopic friction angle of the wimbed discontinuity surface, unlike the
matrix, where the internal friction angle of the dnan does not correspond to the friction
angley defined at the bond scale (Scholtes & Donzé, 2012)

Fluid Modelling based on a PFV scheme

The numerical approach for simulating the rock mtaslsavior under fluid injection
uses a pore-scale finite volume (PFV) scheme whardbles the model to simulate the fluid
flow through the rock-matrix as well as through ftinectures (see Chareyre et @012,
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Catalano et al., 2014). This scheme offers the ipdigs to set up a complete
hydromechanical coupling by means of fluid forcppleed on the discrete elements and pore
fluid deformation as a function of the displacemehthe latters. The pore network model is
built through a weighted Delaunay triangulation roviee discrete element packing. The
discrete elements form the vertexes of the tetnamsdwhich represent an elementary pore
unit. The Voronoi diagram defines a pipe netwoikt ttonnects the pores one with each other.
The permeability of these pipes is defined eitheough a parallel plate model for pre-
existing fractures and induced cracks or througipa model for the rock matrix.

The fluid flow formulation characterizing the flowihrough cracks or pre-existing
joints, is based on the cubic law. Consideringoenalized width per length unit, the fluid
discharge can be expressed such as,

(ag+a)®
qdij — :Zlu AP (1)

Wheregq;; is the discharge from poreo porej, u the dynamic viscosity4P the pressure
variation, ag is the residual fracture aperture aadthe aperture that corresponds to the
relative displacement between interacting discreements acting at the edge of the
neighboring pore cells.

If the flow from porei to porej, takes place through facets without cracks, nside
the rock matrix, the discharge is given by,

RjA;; AP
B Lij

qdij — (2)

with a being a scaling factod; the area of the facek? the hydraulic radius ani;
the inter-pore length.
The model enables one to use either incompresSiinigé (Chareyreet al., 2012) or
compressible fluid (Scholtes al.,2014).

NUMERICAL SETUP

The mechanical properties of the rock matrix wdresen to ensure the simulated behavior to
be representative of Colton sandstone. The praseofi the medium are summarized in Table
1. The mechanical properties of the interaction ingakhe joint planes were selected to

simulate non-cohesive fracture surfaces (cohesigetensile strength set up to zero), with a
friction angle equal to 30° and a dilation anglef 5°.
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Table 1 — Rock properties

Parameters Values
Density [kg/n] 2500
E [Pa] 20.4x14
v [-] 0.2
UTS[MPaq] 3
UCS[MPa] 30
Rock matrix permeability [A) 4x10%®
Fracture aperture (zero confinemen 0.001
[m]
RESULTS

Hydraulically driven fracture propagation experiment

The model was used to simulate a laboratory exmgrimarried out by (Stanchits et al., 2013)
on a Colton sandstone block. The objective wasvestigate the hydraulic fracture initiation
by means of acoustic emissions and volumetric meagnts. Among the different tests, the
fracture was hydraulically induced in an anisotcogiress field by injecting a highly viscous
fluid (2.5 kPa.s) into a vertical borehole. The exment was monitored such that the
injection pressure, acoustic emissions (AE) andumelric deformations were recorded
during the test. The tested rock block was aboGt£vm x 279.4 mm x 381 mm in size
(Figure 5a). The hydraulic fracturing test was aatidd by injecting the fluid into the
borehole at a flow rate of 0.83x1an%s. The borehole was drilled up to the center ef th
specimen and two longitudinal scribes were madegatbe slot to facilitate the initiation of
the hydrofracturation along a preferential directiperpendicular to the minor principal
stress). The vertical normal stress (along the Hmdee or y-axis) represented the major
principal stress with a magnitude @f = 4000 psi. The intermediate principal stressof
2000 psi was horizontal in the y-direction; the amiprincipal stress of, = 1000 psi was in
the x-direction. The stress state was maintainedhgluhe experiment (Figure 5b). The
experimental results of the fluid injection testoithe Colton sandstone block, i.e. borehole
pressure, volume of the injected fluid, lateral adefation of the specimen and AE
measurements, are shown in Figure 5b. The injectsalted in the fluid pressure increase
until the breakdown pressure of about 4700 psi veexhed. Then, fluid injection was
interrupted few seconds after breakdown, resultmdhigh pressure decay. Post-mortem
observations showed that, as expected, the verkiéalpropagated in the x- direction
perpendicular to the minor principal stress withamcake like shape. A major finding of this
study is that hydraulic fracturing initiated sigoéntly earlier than the pressure breakdown as
emphasized by AE measurements.

190



E @ w ) BreakdownyL

5000 |bs as-smm -mmsirsmns i o~ aie o emn =

E-W Volume ~~ ‘,
5 =
4000 | Injected - T

-
Volume ™~y ,-:’ -

@
=]
=]
=]
o

nN
=]
o
=]
=1

3000 ',—"& AE _" A
— Bore gy i | L
- Pressure " ' >
200 b " " o
L " ! 600
132

b) 2000 2400 2800 3200 3600
Time, s

E W‘i/olume, ml

Injected Volume, ml

Cumulative AE Number
=
(=]
(=]
o
Bore Pressure, psi
4
L)
.

o

0
<

a) 10

Figure 1 — On the left (a), a schematic which repnés the experimental test. On the right (b)
the recorded data during the injection test. lighthe evolution of the volumetric
deformation along the axis of the appliegh, (E-W Volume), the cumulative injected volume
(Injected Volume), the corresponding pressure énlibrehole (Bore Pressure) and the
recorded acoustic emissions (AE) (from Stanchitd.e013).

Hydraulically driven fracture propagation model results

This experiment was simulated numerically in ordeverify the ability of the model
to reproduce the fracture path, injection pressune the progressive failure in relation to the
AE data. The simulations were run by injecting ampeoessible fluid with a viscosity
significantly lower than in the experiments (259aBesides this lower fluid viscosity, the
difference to the experiment lies in the fact tin&t injection was done in a pre-existing penny
shaped crack of 50 mm diameter, located at theecaitthe numerical model In addition,
injection was not interrupted after the breakdownnathe experiments. The resulting micro-
crack pattern within the simulated block is preednin Figure 6 (bottom) and its spatial
distribution is compared to AE hypocenters recoridetie experiment (top). As observed for
the AE in the experiment, micro-cracks coalescedotmn a vertical hydro-fracture, which
propagated from the borehole towards the model daynperpendicularly to the minor
principal stress direction (x axis). The localiaatand the time evolution of the simulated
micro-cracks are in reasonably good agreementtWé&hAE events. However, micro-cracking
and AE measurements, even though correlated, céimmaiactly (Figure 7). Indeed, several
micro-cracks can be part of a unique acoustic eVeatling to an earlier activity in terms of
micro-cracking. Because of that, the evolution loé ticro-cracking over time is slightly
different from the AE measurements and their spdigribution is more diffuse. Note that
current works are currently carried out to relatecroicracking to acoustic events
(Raziperchikolaee et al., 2014). The evolution led borehole pressure and as well as the
micro-cracking evolution are presented in FigureDéspite the assumptions made in the
simulation, the pressure breakdown value is contgp@r® the one obtained experimentally.
The overall evolution of the pressure matchesyawntll the laboratory data. The pressure
linearly increased up to the peak then decay pssgrely. Nonetheless, the pressure increase
exhibits an earlier and more pronounced departora finearity compared to the experiment.
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A 3D coupled DEM model, able to deal with fluiddn fracture propagation in rock
with pre-existing and newly created fractures igspnted. The model is using explicit
dynamic DEM to simulate the rock phase of the sysésd an enhanced pore-scale finite
volumes scheme able to deal with porous matrix feactures, to represent the fluid phase.
The coupling between the fluid phase and the frast(hewly or pre-existing) is based on the
initial aperture, residual aperture and the retatlisplacement of the elements involved in the

cracks.

Hydraulic fracturing in homogeneous, non-homogeseou jointed medium can be
considered by the model. Different stress fieldsnée by magnitudes and orientations of the
principal stresses can be also considered. Thiectide predictions shows a good agreement

with laboratory data.
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ABSTRACT

A new approach is investigated for the modellinghaf hydro-
mechanical behaviour of Callovo-Oxfordian claystona
potential host rock for radioactive waste repog®in France.
This approach is a double-scale finite element ptethith a
micro and a macro scale. At the micro level a repnéative
elementary volume (REV) is used to model the maiteri
behaviour. The global response of this REV servesaa
implicit constitutive law for the macro scale. Ometmacro
scale, a poro-mechanical continuum is defined witHy
coupled hydro-mechanical behaviour; the microscal#ains a
model that takes into account the material micracstire and
fluid/solid interaction to provide the material pesises and
associated stiffness matrices. Computational hominggon is
used to retrieve these stiffness matrices fromntheo level.
This double scale approach is applied in the sitimdaof a
biaxial deformation test and the response at theranievel is
related to the micro-mechanical behaviour. Hydrdmaeacal
coupling is studied as well as material anisotropy.

INTRODUCTION

The principle of deep geological repositories tog tlisposal of high-level and intermediate-
level long-lived radioactive wastes relies amonigead on the low permeability of the host
rock. As the permeability is influenced by mechahalteration of the material, the coupling
between hydraulic and mechanical behaviour of & hock is an important factor in the

8 Originally published as a conference paper : vamijnden et.al. (2014)
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study of radioactive waste disposal. This behavmuthe engineering scale is controlled by
micromechanical material behaviour. In this contexdouble-scale hydromechanical model
was developed in which a macro scale is definezhgineering level and a micro scale at the
material level [Frey et.al. 2012]. The micro scaamputations provide the local material
behaviour for the macro scale. This requires therescale computations to capture the
micromechanical phenomena of the material by me&asrepresentative elementary volume
(REV). Homogenization of the REV response to erddradeformation provides the
constitutive relations for the macro scale compaoitat

This paper gives a summary of the doublescale eduphodel. The scale transition by
computational homogenization for hydromechanicalpting is discussed after which an
example is given of the application in the modellaf hydromechanical coupling in a biaxial
compression test with localization. The final sees discuss material anisotropy as an effect
of the microstructure. Although anisotropy is presen both mechanical and hydraulic
responses, a restriction to dry simulations is nfadeéhe study of anisotropy. The results of
these numerical experiments form the basis of éimelading remarks.

MACRO SCALE BALANCE EQUATIONS

On the macro level, a poromechanical continuumeindd under quasi-static assumption.
This allows decomposing the constitutive relatianai classical first gradient part (derived
from the micro scale), and a second gradient pattlinks a double stress;, to the second
gradient of displacement. The classical balancatapus for this continuum in domaih can
be written using the principle of virtual work byyatwo kinematically admissible virtual
fields of displacement; and fluid pressurg” [Collin et.al. 2006] as

fo (2L + pgaus) da— f. (dr =0 @
.rﬂ (mj-%—h?p*)dﬂ—fr gp dl =10 (2)

with ¢;; the Cauchy total stress at the macro leyelthe density,g; the gravitational

accelerationf the boundary tractiorlf the time derivative of the fluid mass per uniturok,

m; the fluid mass flux ané = m;n; the fluid flux over a boundary with outward normal
vectorn;,. In the following, the influence of gravitationatceleration will not be considered.
The field equations 1,2 are solved by finite eletdiscretization by a Newton- Raphson
scheme [1]. Therefore a linearization of the fiefflations that approximates the constitutive
behaviour for small incrementy[.] around the updated configuration is needed to give
estimate of the next test solution. This lineara@ats given by the consistent tangent stiffness
matrix (CTSM) in (3) by the7 x 7 matrix relating the seven unknowns in (1) andt{2y,

ij
m; andM.

Béuk
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To obtain objective (mesh independent) results lmalization problems, an enriched
macroscale continuum is needed that introducesht&mnal length in the constitutive law.
Therefore a local second gradient continuum [Mimd®64,Germain,1973,Collin et.al. 2006]
is used, that allows to decompose the constitutdlation in a classical one (stress-strain
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relation) for which the double-scale model is agged, and a second gradient part that links
a double stresg;;, to the second gradient of displacement. This elgdield equation (1) to

A’ 8%y’ — —
I (aﬁg':__ + % m;—) dn — [ [tiu:’; + Tigl;nj) dl'=10 4)

where T. is the external double traction. To avoid diffioe$s with higher order shape
functions, constraints on the second gradient efdisplacement field are enforced by a field
of Lagrange multipliers [Matsushima et.al. 2002heTsecond gradient constitutive relation
used here is elastic and isotropic, containing paemeterD<“ [Besuelle et.al. 2006] that
implicitly controls the width of possible localizan bands. This constitutive relation acts only
on the mechanical part of the macroscale modekdine assumption of separation of scales
between macro and micro levels allows the micres&dtV to represent the local behaviour
in macro scale material points.

MICROSCALE MODEL

On the micro scale, a model for hydromechanicalpting [Frey et.al. 2012] is used. This
model is constituded by deformable solid grains dachageable interfaces. A linear-elastic
constitutive law is used for the solids, therebyantrating possible degradation in the
interfaces. Cohesive forc@s andT, between the solid grains act normally and tangéwntio

the interface orientation as a function of thedrigtof relative displacemert between the
opposite interface boundaries. Two separate dar@age are used to describe these forces
(Figure 1).

G grain + oA
i A -Ty T
v/"/\\
il - ._\\ &,
| A, T,
L
D.=D, D=1 X grain -
A =6n 'Tl,max A;

Figure 1: Damage law for interface cohesive forcedlormal cohesive forced, and tangential cohesive
forcesT, are a function of respectively relative normal andangential displacementsi,, and 4; between
the opposite interface boundaries.

In addition to controlling the material damage itmerfaces form a pore channel network that
is fully saturated. Fluid transport is controlleg the conductivity of the channels formed by
the interface openings and the fluid pressureidigion. Fluid pressure and pressure gradient
within the interfaces lead to fluid normal forcesdadrag forces acting on the solids. In this
way, hydromechanical coupling is controlled by ihierface openings. Fluid compressibility
k™ is taken into account by defining the l;l_uid dengit” as a function of fluid pressuge

6" =5p, P (0)=py (5)
Laminar flow between smooth parallel plates is uaedhe model for hydraulic flow in the
interfaces, which leads to a cubic relation betwieninterface hydraulic conductivity and
interface normal opening,,. Once the fluid problem is solved, the fluid effon the grains is
calculated and the mechanical system is solvedlirigato new configuration with new

channel conductivities. In this way the coupledigbem is solved in an iterative way. Details
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on the micro model and a full developement of thenerical procedures is given by [Frey
et.al. 2012].

MICRO-TO-MACRO TRANSITION

Considering a balanced REV with periodic boundasgditions, the macro response§’,
M* andmi are found by homogenization over REV domigin

1
ﬂ{? = Efﬂ gy dV (6)
M _ 1 w
MY = [ pTav (7)
1 1 —
m = Efn m,dV = E“rﬂ qx,;ds (8)

The macro pressurp™ is defined as to the average of the micro fluigspure p. The
macroscale constitutive behaviour is the increnignteonlinear relation between the seven
unknowns in Equations (1-2) and the seven REV mspwariables of Equation (6) is given
by the 7x 7 CTSM in Equation (3). For purely mechanical proie first order
computational homogenization by static condensdt@uznetsova et.al. 2001] is often used
to derive the CTSM. An extension of this method ftire specific HM-coupled
micromechanical model presented above is used [ware den Eijnden et.al 2013]. This
method contains a two-step homogenization that feduces the fluid degrees of freedom
from the micro scale global system of equations sedond condenses of the remaining
equations into (3).

STRAIN LOCALIZATION IN BIAXIAL COMPRESSION

Biaxial compression is a commonly-used modellingreise to study localization problems.
Here a biaxial test on 8.5m x 1.0m sample with drainage on top and bottom under a
compressive loading rate aD ™% m/s is modelled using &0 % 20 element mesh. A second
gradient parametep~“ is chosen such that mesh independent results degned for the
element size and classical constitutive relaticat #re used here. Ax 1mm® microscale
REV with a periodic microstructure consisting ofréins is chosen (Figure 2).

A minimum permeability is guaranteed by definingnenimum hydraulic opening of the
interfaces of2.0um. The normalized reaction force on the sample hadltid pressure in the
center of the sample during compression are giveéfigure 3.
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Figure 2: Left; microstructure with interfaces and macroscale boundary conditions. Right; reaction fice
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Figure 3: Reaction force to compression normalizedgainst sample width and porepressure at sample
center.

The efficiency of computational homogenization deggeon the number of iterations needed
at the micro level, but also on the complexity lo¢ tmicrostructure (number of degrees of
freedom, matrix sparcity etc.) and a proper qumatiion of the gain in computation time is
difficult. However, it is the authors experienceatthat least for small microstructures,
computational homogenization by static condensai®mmore efficient than numerical
perturbation.
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Figure 4: Left: Macro deviatoric strain with defor med microstructures after 1.0% vertical compression
Macro strains are coupled with interface damage andecohesion. Right: Fluid flow at end of test, stnogly
related to the volumetric strain rate.
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Strain localization in a single band (Figure 4:).¢dikes place as an effect of evolving damage
of the interfaces. After 1.0% axial compression, swolutions can be found as the
microstructure in several integration points cortgldecohesion of the interfaces takes place
in the corner elements. Because most of the detaymaf the microstructure is through
sliding and normal opening of interfaces, the maswale behaviour is mainly dilatant. This
dilatancy leads to a pore volume increase in thalipation band. As can be seen from Figure
4:Right the fluid flow tends to be controlled byrpovolume change, following the strain
localization in the band.

MATERIAL ANISOTROPY

The microstructure in Figure 2 is constructed frioexagonal grains by a small displacement
of the interface position. This introduces a stramgsotropy in the material response as an
effect of both the low number of interfaces and limted modes of interface damage
patterns. A more isotropic response can be obtalmed microstructure with a better
distribution of grain (-interface) orientations aadhigher number of grains. In addition,
variation of the constitutive parameters at therascale will influence the way in which this
microstructure geometry influences the macroscaklabiour. In the following, only the grain
geometry is addressed and microscale constituaws bare kept homogeneous and isotropic.
Moreover, only mechanical behaviour is studied. Ti&al interface loading stiffness is
chosen to be high with respect to grain elastiomich results in an initially isotropic
response. Therefore only softening and damage efitkerface cohesion will lead to
anisotropy in the macro response.

Creating random microstructures

Microstructures are generated by Vorono tesselatiound randomly generated points,
repeated in rectangular periodic domains. The nbth\Voronoi diagrams are subjected to a
shape optimization based on minimum cumulative riate length. In this way, short
interfaces can be avoided. Anisotropy is controbigatretching the rectangular periodic REV
into a square domain, resulting in elongated graith preferential orientation. Figure 5
shows a 40-grain microstructure that is createlviohg this procedure. This microstructure
will be used in the following analysis.

Figure 5: A 40-grain microstruture with a horizontal bedding plane for REV orientation & = 90°,
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Macroscale response to REV biaxial compression

The global REV response to biaxial compression wric®2 MPa confining pressure for
different orientationst! is studied here. Figure 6 shows the stress-stuaives for different
orientations. Initial stiffness is isotropic andrr@sponds to the stiffness of the grains. The
peak stress clearly shows the anisotropy in thestral response of the REV. Figure 7 shows
the peak reaction force as a function of the REMmation. Such anisotropic response in
peak strength is in line with observations in sbadee for example Niandou et.al. (1997).
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Figure 6: Stress-strain response of an individuahtegration point.
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Figure 7: Stress-strain response of an individuahtegration point.
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The origin of the anisotropy can be found in thenwstructure by looking at the softening
and damage of the interfaces. Figure 8 shows defrmicrostructures afteé%x axial
compression for different orientatiois The damage patterns corresponding to a low peak
strength show a shear failure of the microstructamng the preferential direction of the
bedding plane. The damage patterns&er 0° and & = 90° do not follow the preferential
direction of the bedding plane. Instead the damaajéern is inclined with respect to the
bedding and shows conjugate failure. These moegutar damage patterns lead to a higher
strength.
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g=0 g =30 g = a0° g =90

Figure 8: Deformed microstructure after 6% compresson. Interface softening @, < D = 1) and
decohesion P = 1) is given by the symbol# and ¢ respectively.

LOCALIZATION UNDER DOUBLESCALE BIAXIAL
COMPRESSION

The REV with microstructure shown in Figure 5 iswnased in a doublescale simulation of a
biaxial compression test under 12 MPa confinemerss. The local second gradient model
discussed in Section 2 is used for enhancemetiediriite element method in order to obtain
objective results for localization phenomena. ldsametem=¢ is chosen such that both mesh
dependency and macroscale snapback are avoiddtefeame mesh as used in Section 5.
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Figure 9: Normalized reaction forces for doublesde biaxial compression tests with REV orientation
& =30°and & = 907,

Two different REV orientations are usefl= 90° and# = 30°. Figure 9 shows the structural
response to biaxial compression undi2M Pa confining stress, together with the response its
homogeneous equivalent from the results in se@iofhe response in the postpeak regime is
influenced by localized deformation, which leadsatstronger softening for the structural
response. The deformed mesh at the end of thestebbwn in Figure 10 together with the
deformed microstructures inside and ouside thdilmemhzones.
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Figure 10: Left: Macroscale deformed mesh with VorMises equivalent strain. Right: deformed REV with
interface softening® and decohesior# inside and outside the localization band.

From these doublescale tests the following obsemsitare made with respect to anisotropy
and localization:

» The orientation of the damage patterns at tleeancale can be parallel or conjugate with
respect to the localization pattern at the macrellelepending on the microstructure
orientation.

» There is a possibility of obtaining differentndage patterns at the micro scale between the
homogeneous solution and the localized doblescélgien. These differences can be
observed in the deformed microstructures&ies 90° in Figures 9 and 1. The additional
constraint on rotation for the homogeneous (intégngpoint) deformation.

» Both the width and the orientation of thedlization band change with a the REV
orientationd. In addition, the orientation and width of the dbzation band change during
deformation. The strong decrease in reaction févc# = 30° for example corresponds to a
thin band that becomes thicker when the softeratg reduces.

CONCLUDING REMARKS

Modelling localization in a biaxial compression ttesith the presented F{ method
demonstrates that the double scale model for hyelcbanical coupling can be used for true
doublescale computations. The use of computatibnatogenization for hydromechanical
problems proves to be an efficient technique fombgenization from microstructure to
macro continuum. Although the complexity of the rogtructural REV remains low and the
micromechanical constitutive laws are simplistioge tmodel is able to capture complex
nonlinear material behaviour. Anisotropic macrosda¢haviour is demonstrated to be easily
obtained through the control of grain shape anentaition. Some effects of the anisotropy on
the macroscale postpeak behaviour were demonstratdtbugh complex nonlinear and
anisotropic behaviour can be obtained, the macl®seaponse remains a superposition of the
micromechanical constitutive laws and additionaygital phenomena need to be introduced
at the microscale in order to appear in the maogmsaesponse. Further developments of the
microscale model including plastic and frictionadhlaviour will allow the modelling of a
more advanced macro response.
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ABSTRACT

In the present work, an effort has been made tavana
hydromechanical modeling of fractured fault zondhe

software used for this purpose is the 3DEC codeldped by
Itasca and based on the Distinct Element Metho Tvain
models were considered, one simple example withngles
fracture and one study case that concerned then@oure site
located in Aveyron, France. The first case was idaned in
order to perform a parametric study and test thieance of
some important parameters of the model, servirng ggideline
for the sequential hydromechanical calculationshien case of
the Tournemire model. It was shown that the joperéure and
the fluid bulk modulus control dramatically the aahtion. In
the Tournemire case an attempt was made to indludée

model the main features of the site (natural frastufault core,
tunnel). Three hydromechanical simulations werefopered

involving hydraulic loading through an injection ipb

Different fault core permeabilities and stress c¢oods were
tested and different patterns of fluid propagatigmessure
distribution and fault displacement were derivegaieling on
the fault permeability. The obtained results shdvattthe
displacement magnitudes are small due to the issigss field
that seems to control the hydromechanical behafitine fault
zone.

INTRODUCTION

Field observations of maturely slipped faults shewenerally broad zone of cracking and
granulation. However large shear deformation inviddial earthquakes appears to take place
with localization to a zone smaller than 1-5 mm avidithin a finely granulated fault core

(Rice et al., 2009). Fluid pressurization, a pdssihechanism of fault weakening, exerts a
critical control on earthquake rupture in the upperst. One cause for this control is the
presence of high fluid pressures inside the faoliez However the precise mechanisms
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relating high fluid pressures and fault rupture a@munclear. There is a need to use 3D
hydromechanical models to show that effective stedgmnges induced by transient regime of
fluid pressure along a fault zone with spatiallyri@ble material properties (conditions
representative of natural faults) can be sufficienproduce large slip in the fault core, and
fracturing in the surrounding damage volume. TlaBs also appear interesting in petroleum
and geothermal applications given the increasingdn& understanding the behavior of
reservoir systems for the exploration, productiod £Q storage. Therefore, understanding
the fault architecture and the hydromechanical @rigs are of high importance in the
framework of this problem. Discrete element methoahtinuum based numerical methods
and finite element methods have been applied tailaten hydro-mechanical process in
fractured rocks (Lemos 1988; Jing et al 1995). fiits¢ step when DEM is applied is to set up
a geomechanical model describing the geometryaatire and rock blocs formed by them.
In the present work a specific case study has beesidered, the Tournemire site (Aveyron,
France), where the Tournemire Research Laboratsryoc¢ated in the railway tunnel
excavated in 1885 and operated by the Frenchutestitf Radioprotection and Nuclear Safety
(IRSN). Based on field data at the Tournemire piteliminary coupled hydromechanical
calculations are attempted for a 3D model with ¢haracteristics of the Tournemire site,
using the Discrete Element Method and more speatlifithe 3DEC software by Itasca. The
calculations consist in realizing “injection expednts” for the investigation of the influence
of fluid propagation and fluid pressure increaseda the different parts of the fault zone, and
the mechanical response of the system provideddbeease of effective stress.

SITE DESCRIPTION

The Tournemire URL is located in an argillaceousmiation, which is 250 m thick and
corresponds to sub-horizontal consolidated argitbas and marly layer (Matray et al., 2007).
The maximum horizontal stress & = -4.0 MPa with an orientation N162+15E, the
minimum horizontal stress is, = -2.1 MPa with an orientation N72+15E and thetical
stresss, = -3.8 MPa (Rejeb and Cabrera, 2006). The ingine pressure is equal to 0.4 — 0.2
MPa according to insitu measurements. The Tourreemassif is traversed by a kilometric
extension fault, the Cernon fault, roughly orientédest—East, and by two faults of
hectometric extension, the principal and secondtwit, oriented N170-180°E. The
secondary fault zone is the one where the injegaoing to take place in the area shown in
Fig.1. The fault zone consists of an impermeable ¢or multiple cores), a damaged zone
characterized by fracture permeability and a mimexaon zone with calcified fractures
characterized by lower density compared to the daoehaone (Henry, 2013). The mechanical
properties of the formation are E 27.68 GPa, £= 9.27 GPa, ¥= 0.17, y = 0.20, G, =
3.94 GPa, where 1 and 2 correspond to directionallpb and normal to the bedding
respectively.
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3 it

Figure 15: Horizontalview of the tunnel, galleries and the secondarit fau

3DEC CODE

As mentioned above, the distinct-element code 30E&sca Cons. Group, 2013) was
selected as the numerical tool for the simulatibrthe injection into the fault zone. The

discontinuous medium, such as a fractured rock nsssodeled as a 3D assemblage of
discrete deformable or rigid blocks whereas thecafiinuities are treated as distinct
boundary interactions between blocks. In the caskeiuconsideration, the constitutive model
selected for the joints is the Coulomb slip moawl &or the intact material (blocks) the model
used is the transversely isotropic elastic modeffldid flow analysis, joints are conductive

and treated as two-dimensional elements, while viddal blocks are considered

impermeable. The discharge rate for a given jasntalculated according to the modified
cubic law (Itasca Cons. Group, 2013). The hydraldiading is performed through an

injection source controlled in terms of pressureir{p source injection). In the study that

follows, a personalized hydromechanical calculatieis used for the case under
consideration and consists in fixing the numbertted mechanical and hydraulic cycles
according to a maximum unbalanced force threshBlk. each mechanical cycle, the

unbalanced force is calculated, if it is below thaximum unbalanced force, the number of
hydraulic cycles is increased and the procedurespeated until a prescribed maximum
number of hydraulic cycles is reached.

PARAMETRIC STUDY - CASE OF A SINGLE FRACTURE

In order to estimate the effect of different partarethat need to be defined for the actual 3D
case representing the Tournemire site, a paransitrity on a simple example of a rectangle
containing one fracture will be performed, aimioghe determination of an optimized set of
parameters that will be used as a guideline for ligdromechanical simulation of the
Tournemire case, given its high computational cost.
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b)

Figure 16: a) Single fracture model, b) pore pressure mangdocations

In this model, an injection is taking place at@0), which is the center of the discontinuity
with an increasing pressure rate until the press@ird MPa is reached. At this point the
pressure remains constant until equilibrium is Ineaicand the pore pressure is equal to 3 MPa
through the whole plane of the discontinuity. Hos fpurpose, the pore pressure was recorded
in 13 points of the joint plane as shown in FigAr& he injection is controlled by a loop that
is run for 40 times with the pore pressure at tijection point starting from 1x2Pa and
increasing at each step by 22Ha until the value of 3x£@Pa is reached from which point
the pore pressure remains constant for the reiteobteps. For each step, a duration of 10
seconds is achieved, the target time. The numbenexdhanical and hydraulic cycles is
determined at each step depending on the maximualamced force. The parameters that
were tested are the fracture hydraulic aperture,fticture normal and shear stiffness, the
constitutive behavior of the intact material ane tluid bulk modulus.

According to the parametric study, it was showrt tha aperture of the joint consists of a
first order parameter affecting the calculationdiend stability of the system. As the aperture
increases, the calculation time increases becatigheodecrease of the fluid timestep.
However, for higher values of aperture, the sységmears more stable as concluded by the
pore pressure and the unbalanced force valuesdestoAnother parameter that plays a key
role during the simulation is the fluid bulk modslut was found that for lower values of
fluid stiffness the calculation is really fasterdamore stable comparing to higher values,
including the realistic fluid bulk modulus which equal to 2 GPa approximately. It is
mentioned that it could be possible to use a lolueraf fluid bulk modulus (2 MPa) in case
we are mainly concerned about the pore pressufreeimodel without taking into account the
injected volume of fluid that needs to be huge tuthe fluid’s high compressibility given a
pressure controlled injection. Finally, the jointisrmal and shear stiffness can also affect the
calculation as for high values the calculation tilmesmall and the solution is more stable
comparing to the results obtained for lower sti$fhevalues as during the calculation the
aperture stays closer to its initial value. It vedso shown that for lower values of stiffness
(10° Pa/m and below) the constitutive behavior of th&adt material can also affect the
calculation as it can restrain or not further opgnof the fracture. Therefore in the case of a
transversely isotropic model, the orientation af fhactures is also an important factor. For
the 3D case that follows, the above were taken attwount and due to the extremely high
calculation times, the values of the parametersewsglected mainly according to the
calculation time. The values can be unrealistic Some parameters, like the fluid bulk
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modulus but such assumptions could be reasonabkn ghe objective and type of the
simulation.

TOURNEMIRE STUDY CASE

MODEL SETUP

The area of the site that was attempted to be raddeI3DEC is the area where the injection
took place, included in the black box in Fig. 1r Hoe construction of the model, its axes
were selected to be parallel to the fault directioe to a limitation regarding the geometrical
domain where the DFN will be included. As mentiomddve, the direction of the secondary
fault is very close to the maximum horizontal sdrelfrection. It was therefore assumed for
the sake of simplicity that the maximum horizorgiess ¢4) axis is parallel to the fault and
parallel to the x-axis of the 3DEC model. The pipat stresses are therefore expressed
according to the 3DEC axes as follows: - oxx, on - 6yy, 6v - 62z The center of the model is
at (0,0,0) and the dimensions of the model weresehdo be 20m in the x-direction, 30m in
the y-direction and 20m in the z-direction. For thedeling of the area under consideration in
3D, the intact rock is implemented as blocks; theltfcore is implemented as a persistent
discontinuity, parallel to the x-axis and the natdractures are implemented as a stochastic
Discrete Fracture Network (DFN). The joint reprasenthe fault core in the model is located
where the green block starts (Fig. 3a). It is natethis point that the East damaged zone was
not included in the current model in order to kidepmodel as simple as possible. However it
was proven necessary to take the model into accasnit has an effect on the stress
distribution during the calculations for the initraechanical equilibrium of the model.

a) b)
Figure 17 : a) 3DEC model for the Tournemire case, b) DFNtandel of 3DEC model.

As far as the initial and boundary conditions avacerned, an insitu stress field is applied to
the model equal tafy, Oyy, 622 Oxy, Oxz Oy7] = [-4.0MPa, -2.1MPa, -3.8MPa, 0, 0, 0] and the
boundary displacements are fixed. An insitu poesgure equal to 0.4MPa is applied to the
model without any hydraulic boundary conditionseThesh in the model varies from 0.5m to
2m (average dimension of the finite-difference edats) for the DFN region and the rest of
the model respectively. For the implementationhef $tochastic DFN the size is controlled by
a power law distribution with a scaling exponent 1.5, the orientation follows a Fisher

distribution with a dispersion value k = 10, dipgbn= 90°, dip direction = 30°. The position

follows a uniform distribution and the resultinghoectivity is equal to 3.

The behavior of the intact material is transverssbgropic with the properties mentioned in

the site description section. It is noted that DEE, direction 1 is the x- or y-direction and
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direction 2 is the z direction. Regarding the prtips of the joints in the 3DEC model, the
joint representing the fault core is characteribgdlower mechanical properties than the
natural fractures of the damaged zone and it s fesmeable. Taking this and the results
from the single fracture example into account, thkies for the mechanical and hydraulic
properties of the joints in the model are summalrinehe table below (Table 1):

Fault core | DEN
Normal stiffness (Pa/m)10™ 10"
Shear stiffness (Pa/m)| 0 10"
Cohesion (Pa) 0 10
Friction angle (°) 20 30
Tensile strength (Pa) 0 10
Initial aperture (m) varying 10
Residual aperture (m)| varying | 10
Maximum aperture (m) varying 10

Table 1 : Mechanical and hydraulic properties of the fawltecjoint, the DFN and he joints
created by the DFN.

PRELIMINARY RESULTS

Based on mesoscale field experiments carried outhat Tournemire site a coupled
hydromechanical calculation is attempted for thedetodescribed above. A number of
experiments have already been performed by reglaiassure controlled water injections in
different parts of the formation and the fault zone

Two different configurations were considered by rgiag the permeability of the joint
representing the fault core zone. For the firstecabe hydraulic aperture of the joint
representing the fault core, is equal t& 10 and does not vary during the calculation. Fer th
second case the aperture is increased up to 0%milfbr the initial aperture at zero stress,
0.5x10° m for the residual aperture and 0.5%1@ for the maximum aperture. For both
cases, 40 injection steps are performed for 10rgkceach. The pressure rate is equal to 0.2
MPa starting from 1 MPa until the value of 3 MParéached where for the rest of the
injection steps the pressure remains constant.eVbkition of the pore pressure distribution
and the failure indicator of the sub-contacts am féult core joint (gray plane in Fig 4) are
shown below.
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Figure 18 : Lower permeability case: &ore pressure distribution, c) failure indicatorstbe fault
core joint. Increased permeability case: b) Poesgure distribution, e) failure indicators on thalf
core joint.

The failure indicators show whether a sub-contas failed in tension (blue), has already
slipped (red) or is slipping (green). It is notedttbefore the beginning of the flow calculation
the sub-contacts of the fractures were set to leefailure for the initiation of flow and as
soon as the injection begins it is illustrated ttety have already slipped. By observing the
figures obtained at the end of the calculation réigg the failure indicator and by correlating
them to the plot showing the evolution of the ppressure in the fault core joint (Fig. 4), for
the first case we can state that rovided the cdivitgycof the fracture network, the fluid is
mostly propagating through the fractures, howewer tb the low permeability of the fault
core zone, there are only particular parts of #ndtfcore that are slipping or have failed,
located at the intersections with fractures. Initoial due to the permeability contrast (cubic
law), it can be observed that at the intersectminthe fracture network with the fault core
joint, within the area surrounding the injectiohgetfluid pressure is high because as the
aperture is 10 times smaller the fluid cannot ggsibpagate through the fault core causing an
increase in pressure.

In the second case the fluid is able to propagatine fault core joint due to the aperture
increase. It is shown that at the intersectionhef fault core and the fracture and a specific
part around it, the material has failed in tensionpore pressure values around 2.2 MPa,
which is lower than the pressure causing tensilar&in the fractures due to the decreased
mechanical properties of the fault.

Regarding the displacement of the fault core jothge x-, y- and z-displacements were
recorded for five different points on the jointabghout the calculation.
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Figure 19 : Lower permeability case: a) X-displacement, c) ¥pihcement, e) Z-displacement.
Increased permeability case: b) X-displacemenY,-djsplacement, f) Z-displacement.

For the monitored points that are closer to thedtipn point (blue, fuchsia and green) there is
almost in all cases a change on the curves at éd@hat corresponds to the temporal point
that the fluid meets the fault core, and that by ¢ind of the calculations, no steady values
have been reached. For all three directions, thgninade of the displacements is very small
because the fault core plane is aligned with th&imam principal stress direction and the
vertical stress direction. No large displacemengsenexpected and we can state that in most
cases, the different patterns are attributed taheterogeneous displacement induced by the
fracture network. If the stress field is modifieg &dding shear components it is expected that
the recorded displacements will be larger as th# €re will be triggered by the decrease of
effective stress due to the fluid propagation.

It is therefore worth testing the resulting disglian@nts in the case where the stress tensor is
rotated according to the data from the Tournemite $/ore specifically, the insitu pore
pressure, the displacement boundary conditionstlam@perture of the fault core remain the
same but the stress tensor is rotated by 8 deggseking in the following:

[Oxx: Oyy, G2z, Oxy, Oxz, Oyz] = [-3.96MPa, -2.14MPa, -3.8MPa, 0.26MPa, 0, (jeTesulting
pore pressure distribution and failure indicatardlee fault core joint are shown below.
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Concerning the pore pressure distribution theneoisignificant difference with the case of
the more permeable fault core in terms of porequesmagnitude at the different parts of the
fault core joint. However it can be seen that gdarsurface is now shown to be moving and
more particularly to be slipping (green points)darger surface of the fault core joint seems
to be affected by the injection due to the rotatbrihe stress tensor and the existence of a
shear stress component acting on the plane ofatiiedore joint, even if it is very lows{, =
0.26 MPa). The X-, Y- and Z-displacement magnitudesain almost the same as the second
case examined (increased fault core permeabilityg. recorded displacements are still very
low even if the shear stress component has beeoduted. It is therefore possible to
conclude that the insitu stress conditions areigh importance and for the given maximum
injection pore pressure (3 MPa) and insitu streedd &ind orientation of the fault core it is not
possible for larger displacements to take place.

CONCLUSION

The hydromechanical modeling of fractured fault eomwas attempted using the Discrete
Element Method. For this purpose, the Tournemite was considered and modeled by the
3DEC code. From the parametric study performed single fracture case, it was shown that
the fracture aperture and the fluid bulk modulus faist order parameters and by changing
their values there is a significant effect on tkaltime needed for the calculation and the
stability of the system. The hydromechanical sirhafes for the Tournemire site showed that
in the first case (low permeable fault core) thedfipropagates in the DFN and when the fault
core is met at the intersections with fracturegrehis an increase in pressure causing
localized opening of the fractures. In the secomskqincreased fault core permeability), the
fluid can propagate within the fault core resultinga different pore pressure distribution and
failure occurring at a larger part of the faulte&oHowever the displacements along the fault
core are very low, given the fault core orientateond the insitu stress field that does not
allow large displacements to occur for a maximumepgwessure value of 3 MPa.
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ABSTRACT

The understanding of dense suspensions rheology geat
practical interest for both industrial and geopbski
applications and has led to a large amount of pattins over
the past decades. This problem is especially diffias it is a
two-phase media in which particle-particle intei@ts as well
as fluid-particle interactions are significant.this contribution,
the plane shear flow of a dense fluid-grain mixtigestudied
using the DEM-PFV coupled model. We further imprdie
original model: including the deviatoric part oktktress tensor
on the basis of the lubrication theory, and extegdhe solver
to periodic boundary conditions. Simulations of earmlar
media saturated by an incompressible fluid andesubg to a
plane shear at imposed vertical stress are praekehtbe shear
stress is decomposed in different contributionsctvhtan be
examined separately: contact forces, lubricatione® and drag
forces associated to the poromechanical couplings.

INTRODUCTION

The rheology of grain-fluid mixtures is subject mfactical interest for both industrial and
geophysical applications. When the solid fractibswch mixture is high enoughe. in dense
suspensions, the bulk behavior is affected bydated phenomena combining the viscosity of
the fluid phase as well as the interactions betwhersolid particles through solid contacts.
Moreover, the contact interactions may be modibgdhe presence of the fluid, as described
by lubrication theories. Additionally, in transiesituations, poromechanical couplings may
develop long range interactions by coupling thealaate of volume change to the pore
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pressure field. Direct particle-scale modeling lof tproblem is a promising way to better
evaluate the interactions between phases and to tlie micro-scale properties and
phenomena to the quantities measured for the budikemal, as it needs much less
simplifications than former analytical developmefgsch as [Frankel et al. 1967, Brule et al.
1991, Ancey et al. 1999]). This modeling can beedasn lubrication models [Rognon et al.
2011], or more elaborated methods to reflect thd flviscosity through pair interactions
between particles [Yeo et al. 2010]. This is adagabus as it does not need to actually solve
Navier-Stokes (NS) equations in the fluid phasee Tdrice to pay is that long range
interactions due to poromechanical couplings affecdit to reflect. An alternative is to really
solve NS in the fluid phase using a CFD solvertoouse a lattice-Boltzman model [Ladd et
al. 2001]. It is to be noted that direct resolutadNS does not eliminate the need for a proper
modeling of the lubrication forces, due to meste sliependencies [Nguyen et al. 2002]. The
main difficulty associated to this approach is kigh computational cost, so that following
large deformations of thousands of immersed pagiti 3D remains a challenging task.

A new method to simulate fluid-particle interacsdmas been developed recently and may be
of some help to tackle the computational challej@ggalano et al. 2013]. In this method, the
solid phase is modelized with the discrete elemmeathod (DEM), and the fluid flow is
solved using a pore-scale finite volume method (PHAWe key aspects of this DEM-PFV
coupling are recalled in the first part of this paplt was implemented in the open source
code Yade-DEM [Smilauer et al. 2010]. Extensionghi$ method in order to study dense
suspensions are being undertaken by the first aut@mely, the original model lacks a
coupling term to link the fluid forces to the det@ac strain, as explained hereafter. We also
generalized the boundary conditions in order tovallvery large deformations of the
suspension in simple shear. Typical results ofpteéiminary enhanced model are presented
in the last part.

NUMERICAL MODEL

Original DEM-PFV Coupled Model

Our DEM approach defines the mechanical propedti¢lse interaction between grains whose
shape is assumed to be spherical. Following Newttaws, the positions of particles are
updated and calculated at each time-step of the BEMIlation. As introduced in [Catalano
et al. 2011], the PFV formulation is based on apéifired discretisation of the pore space as a
network of regular triangulation and its dual Vooograph (figure 1).

Figure 1:Regular triangulation (left) and Voronoi graph (rig ht).
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This network simplifies the formulation and resaluat of the flow problem. The continuity
equation is expressed for each pore, linking the cd volume change of one tetrahedral

f
element Vi to the fluxesqij through each facet. Each flux can be related ¢optfessure

jump between to elements via a generalised Pols&suihw, so that

. ja Ja
Vif:Z Q;= Z Kij(pi_ pj)
j:jl j:j1 (1)

couples the particles velocity to the fluid presstield. The expression of conductivilyj

has been validated recently by comparisons witbsgteeads experiments [Tong et al. 2012].
The total force exerted by the fluid on partiklean then be defined as [Chareyre et al. 2012]:

F¥= |, pnds+ [, tnds (2)

Lubrication forces

As classical poromechanics, the original DEM-PFVdelotakes into account the isotropic
part of the stress and strain tensors (pressurediaedgence of solid phase velocity) in the
coupling (equation 1). The contribution of the dluio the bulk shear stress is de facto
neglected. It is worth noting that the shear pathe coupling is similarly lacking in discrete
models inspired by the coupling equations of pordmaaics, such as the continuum-discrete
methods [Zeghal 2004, Zhao et al. 2013].

In order to deal with sheared suspensions, aneiteous contribution has to be introduced
for modeling the shear stress. Various ways maydel for this purpose such as viscous
forces obtained in the framework of the lubricattbeory. Lubrication effects are defined for
all the elementary motions described in figure 2t'd denotek and k' two particles in
interaction of radiusy anday, linear velocities/k andvy and angular velocitiesi andwy’,

respectively. a = (ax + ayy2 is their average radius ardis the inter-particle distance

(surface to surface). The relative motions betwbernparticlesk andk’ can be decomposed in
four elementary motions corresponding to normalpldisement (subscriph), shear
displacementd), rolling (r) and twisting {). Lubrication forces and torques induced by these
elementary motions are:

(3)
L 7“[_2a4—(2a+h)|n(28;h)]Vt (4)
3(3 a 63 h a

2" *50ca M (@ wn] ©)

(6)

wherevp = ((vk—Vvk)-n)n is the normal relative velocity; = (ax(wk —on)+ak(wk—on))xn
IS an objective expression of the tangential re¢atielocity andwpn = (Vk'— Vi) X NM(ak + ay’
+ h) is the angular velocity of the local frame at@gho the interacting pair. The normal and
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shear forcesk, andFg, are based on Frankel & Acrivos [Frankel et al67,9Brule et al.
[1991] wherea€; andC; are based on Jeffrey & Onishi 1984. The reasdhisfchoice will

be discussed later. The total lubrication fqué— (resp.F k'L) applied by particl&k’ on

particlek (resp. by particlé on particlek’) and the total torquéyl (resp.C /L) applied by
particlek’ on particlek (resp. by particlé on particlek’) relative to the particle center read:

Fi=—Fr=F,+F, 7)
Cllzz(ak_'—g) Fs_'_Cr_'_Ct
A (8)
C:(_:(ak4—2) Fs_Cr_Ct
)

.o
e

Normal motion Rolling motion
Shear motion Twist motion

Uk
k
"4

.
¢

e
& @

Figure 2:Relative motion between patrticles [Marzougui et al2015].

Figure 3 shows the comparaison of the FEM resw@dtfopmed on a simple configuration of

identical spheres rotating at a given angular ustpwith that of equation 4 whenésL IS

()
F, = In—
determined alternatively using the expression fdmfirey & Onishi ( © ey ) [8]

and from Frankel & Acrivos 1967 (equation 4). Bo#ixpressions are asymptotically
equivalent foh — 0 but that of Frankel & Acrivos is in much betsgreement with the FEM
results for smalh. The expression of Jeffrey & Onishi leads to negatorques for largé.
This can alter the stability of the numerical sckem
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Figure 3:Comparaison of viscous shear forces for the caseratating sphere in a regular

assembly of particles. h is the surface-to-surfaad#istance and a is the particles radius
[Marzougui et al. 2015].

The normal interaction between two elastic-liketiglas in a viscous fluid is described by the
Maxwell visco-elastic scheme (figure 4) which congs a spring of stiffness k in series with
a pad of viscosity). This combination between the lubrication and ¢hesticity is close to
that adopted by Rognon [Rognon et al. 20Kk}].is the contact stiffness angi(h) is the

instantaneous viscosity of the interaction as a@efim eq. (3), such tha-t*-nl- =v n(h)vp. The

real velocity of approach between the two surfases — U7 whereln = Fil K, is the
elastic deformation. The evolution of the normdrloation force obeys, then, the differential
equation

FL
FE = v, (v — 7
L (10)
Eq. 10 is integrated over time-steps using the form
: Fi
Fl=k_ (v, — L_n;':‘h}) (11)
ﬁc"

ky
i@
o}
Figure 4:Visco-elastic scheme of the interaction between twatastic-like particles [Marzougui et
al. 2015].
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Periodic Boundary Conditions

As the system is considered infinite in the flowedtion, some problems can arise from the
boundary effects in the numerical simulation. Imesrto avoid such problems, periodic
boundary conditions are implemented in the PFV rhdfiigure 5) (the periodicity for the
DEM part was developped independently). DenotingSby [s1,52,53] (figure 5) the period

size in the three dimensions andibg/N3 Is the distance between one point of coordinates
and its periodic image =r +S- i in an adjacent period, then the pore pressurgpsessed
as follow:

p=p+Vp.5=i (12)

Pi pi +/p*T

Figure 5:(a): 2D periodic cell, (b): simulation period of ste S = [§,5p,53] in [X,y,Z]

NUMERICAL RESULTS

We generate an assembly of N=1000 frictional grainaverage radiua = 0.025 + Q01 m,

densityp = 2500<gfm3 and friction angleb = 3C°. The assembly (Figure 6) is= 18 high, L
= 12alarge and = 12a wide. The granular material is first confined underonstant vertical
stressTy, then sheared without gravity, between two pdralldls distant from H and moving

at a velocity /2 = Q755 respectively. In order to avoid slip zones nearglages, the first
layer of spheres in contact with the plates isdixe that ones by highly cohesive contacts.
The boundary conditions for the top plate are thleaitiesvy = /2, vz = 0, the total vertical

stressTy = 750 Pa and the fluid pressyre 0. At the bottom plates = -\/2,vz = 0 and the

fluid velocity along the y axis f = 0. Periodic boundary conditions are applied gltme

horizontal axis for both the particles and thedluror the latest we impose a null pressure
gradient at the macro-scale, iNépy = Vpz = 0.
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Figure 6: $mulation cell (left). Evolution of the shear stres and the solid fraction as the
deformation (right) [Marzougui et al. 2015].

Simulations of such an assembly saturated of aompeessible fluid of viscosity; and
. dv
. . . Y= . .
submitted to a simple shear with shear re° dH at imposed vertical stress
T, are presented. The viscous stress is decomposeifferent contributions which can be
examined separately:

o=0"+o"+pl +o' (13)

1 . . . . .
¢ = —z FC O | is the contact stress applied on particles in aminwhere i is the
Vv ij ij

. , 1 . o
branch vector between particleand;j. o = —z FijL I; O is the lubrication stress [Ancey et
\

al. 1999], which is the sum of the normal and sloesnponents of the lubrication force. p is
the pressure associated to the poromechanical ioguplCatalano et al. 2014].

o' = kavk O v, reflect the inertial effects as defined in [Savageal. 1981] wheren,

and v, are the mass and the velocity of particle k repely. In figure 7, both
T.= F. /5 (F. is the force applied in the top plate and S is &ea) and
o, are plotted and these two expressions comparéstenisy.

Figure 7 shows the different contributions of eéafte applied on the granular media for
I, = 0.21. The inertial stresa;'}. (not represented here) is negligible compared thightotal
stress ;'}. < 2.5T,). This indicates that the suspension is dominhiedontacts and viscous
interactions for the value df, investigated. The contact stress contributes pyaagmately
half of the total stress. Contrary to what is sbmes postulated in the literature, our
numerical results show that tangential lubricatforces ¢ < 20 %T,) are significant
compared with the normal ones{’ < 20 % T,).

The different contributions are investigated fdfetent values of the viscous numbér . I,

is a dimensionless form of the shear rate [Boyealef011], reflecting the magnitude of
viscous effects, and is defined as:
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| _nlyl

T (14)

The results obtained with only normal lubricatimrces match qualitatively the empirical
evolution of shear stress with). However, the solid fraction obtained with this aebis
almost constant fof, = 0.02, while the experiments suggest a monotonic deereéise
normal lubrication alone leads to a satisfactorgsst ratio but overestimate the solid fraction.
When the shear lubrication forces are includedséiselts get closer to the phenomenological
laws 2(I,) and ¢(1,). Consequently, the shear lubrication forces plaigaificant role to the
dilatancy law, and they also contribute to the shsteess. The rolling torques, the twist
torques and the poromechanical coupling have omlgmal effects.

B ® normal motion ¢ ¢ (normal+shear+rolling+twist) motion
@ @ (normal+shear) motion V V (normal+shear+rolling+twist) motion + p
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Figure 7:Stress ratiop (left) and the solid fractione (right) at steady state versus Iv . Each
symbol represents a different combination of lubriation terms. The solid line is the
phenomenological law of Boyer et al. 2011. Inseth¢ total shear stress for different

values of fluid viscosity [Marzougui et al. 2015].

CONCLUSION

In this contribution, we presented an original loydechanical coupled model able to describe
the behavior of dense granular materials subjetieal shear flow under constant pressure.
The analysis of the various contributions to théklsiress: contact forces, hydrodynamic
forces and fluid pressure suggest that both théacbstress and the lubrication stress increase
monotonically in the range df, investigated. The numerical model reproduces gteabior

of dense suspensions described experimentally byptienomenological laws from the

experiments of Boyer et al [2](I.) and&(1,,).
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ABSTRACT

A novel thermomechanically sound constitutive modet

cemented granular materials has recently been peopbf, 2].
This model is based on measurable and micro-mechaaised
internal variables describing the evolution of tdeminant
inelastic processes. In this contribution the maxdgdability to
reproduce the material behaviour both in termstiass-strain
response and of localization patterns starting framfew
physically meaningful parameters is briefly ovewed.

A key aspect of the proposed model is its capghiditlink the
observed macroscopic behaviour to the statisticallgraged
evolution of the micro structure. Given the bottaprhierarchy
in the model development, it is crucial to asséws model's
capability to also capture the micro-scale processabedded
at its base.

For this purpose we have used high resolution x-ray
tomography to scan artificially cemented granulaatenals
and developed an array of image processing tools to
guantitatively asses the evolution of the micraxstuire, which
beside allowing the double scale validation of tinedel, grants
also an unprecedented understanding of the infgzraence of
the micro-scale phenomena.

1.INTRODUCTION

Cemented Granular Materials (CGMs) are a broadsobdsgeomaterials in which densely
packed particles are bridged by cement, which gartor completely fills the interstitial
space [3, 4]. The shared micro structure of thisenals causes analogous micro-mechanisms
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to lead the macroscopic response: grain crushamgeat damage and fragment reorganisation
[5, 6]. Most existing models for CGMs ([7, 8, 9,]La@re phenomenological adaptations of
classic elastoplasticity and have demonstratedr tb@pability to fit the experimentally
observed macroscopic behaviour. Nonetheless thenabof direct links with the micro-scale
processes often causes a high number of paranagtérsf the lack of physical interpretation
for some of them. The relatively recent technolamdvancements in microscopic imaging
are giving access to an increasing amount of inéions about the evolution of the micro-
scale properties, with an ever-improving spatiadohetion. Also the advancements in
computational power and numerical modelling (e.gEM) are allowing to get further
understanding of such processes. This unprecedensgght on the physics involved at
different scales allows the construction of newotles, capable of extracting and describing
the crucial phenomena. This allows both practichlaacements in the prediction of the
material behaviour and give direction to furthertipent studies.

The micro-mechanical bases of the proposed cotigétnodel are reviewed in 82, and its
macroscopic performance validated in 83. The fdagilmf the direct measurement of the
proposed internal variables in 3D, in-situ, x-renages is assessed in 84.

2. A CONSTITUTIVE MODEL FOR CEMENTED
GRANULAR MATERIALS WITH MICRO-MECHANICS
BASED INTERNAL VARIABLES

Electronic microscopy and acoustic emissions measents [5, 6, 11] have long been used to
explore the micro-mechanisms involved in the isttaevolution of CGMs and have
evidenced the heterogeneity-dominated behaviouthef material at the micro-scale. The
description of the physics involved should therefbe handled through statistical analyses.
As argumented in [12], in fact, an ideal model ddaonnect the many stochastic processes
occurring at the microscale to a deterministic sssent of the macro response of a
statistically homogeneous continuum.

Particular attention has been given to the chofdaternal variables which should ideally be
identifiable, measurable and related to the dontinawdes of irreversible rearrangements of
the material microstructure. “"Internal variableferred from phenomenological evidence and
selected to fit a particular stress strain-curvey mpeovide a result that pleases the eye but
seldom contributes to the understanding of thegs®es represented by the fitted curve” [13].
In CGMs, three main inelastic micro-scale proce$Se6] drive the macroscopic behaviour:
grain crushing, cement damage and fragment reag@omn. The description of grain
crushing has previously been tackled in [14, 15asuring the evolution of the grain size
distribution. The scalar Variable breakage B, descrin Fig la has therein been proposed
and has shown to successfully correlate the ewplwimcro-structure to the macroscopic
behaviour.
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The cement phase has an inherently different bebavit endows the system with tensile
resistance, distributes the forces at the gramamts, and enhances shear strength of the
granular phase [16, 17, 18]. When damage occuthencement, its role in the system is
strongly re-dimensioned [19, 20] and the mechargoatribution of its fragments to the force
network is negligible to a first approximation. Tpeposed approach is therefore to describe
damage through the evolution of the effectively kilog cement: when a cement bridge is
partially cracked, we can in principle substitutavith another, with a smaller sectional area,
but made of undamaged material with the same danitoin to the system. It is then possible
to define an effective cement size distribution,aathlogously to the breakage (B) variable
define damage as the area ratio in Fig.1b. Theilgbgsto experimentally assess this
variable directly is discussed in § 4.

The last inelastic microscopic process occurringgrhent reorganisation, can be effectively
characterised by the plastic strain, which, deswgitthe unrecoverable macroscopic strain,
lends itself as an natural measure for this phenome

2.1. THE MODEL AT A GLANCE

Beyond the possibility of having observable (atsteia principle) descriptors of the micro-
scale texture, the use of physically meaningfugrimél variables allows a rational connection
between them, the evolution of the elastically eloenergy and the energy dissipation. As
shown in [14], in fact, it is possible to descrilberough statistical homogenization over a
Representative Elementary Volume (REV), the elallyistored energy in a granular material
describing how the Helmholtz free energy is disitélal according to the grain size. It is then
possible to deduce the evolution of the elasticaltyred energy as grain crushing proceeds
and to connect its loss to the increment of disgipa Imposing the first two laws of
thermodynamics, it is eventually possible to dedhesfull constitutive model [1, 2].
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3. MACROSCOPIC AND STRUCTURAL VALIDATION OF
THE MODEL.

As detailed in [1, 2], the proposed model requioedy 8 parameters and 3 geometrical
indexes, each having a precise physical interpostato be compared with the 13 or more
parameters of well-established models [9, 10]. Aaneple of the capabilities of the model to
reproduce the experimentally observed macroscogpspanse for Bentheim sandstone is
reported in Fig 2. Implementing then the constieitmodel within a finite element model

with the very same set of mechanical parameteis possible to reproduce the typical
localization patterns experimentally observed itmpgl@s undergoing drained triaxial

compression, as shown in Fig 3. An exhaustivergasm of the calibration process for the

model parameters as well as the details of thaefielement implementation and the
localization analyses are reported in [2], but @iva of this contribution is to to explore the
intriguing possibility to also verify the model plietions regarding the evolution of the

micro-structure.
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Figure 2.Drained triaxial tests on Bentheim sandstone (Kleiret al., 2001); experimental
observation and model predictions.

4 . MICROSCOPIC VALIDATION OF THE MODEL.

Recently, a number of experimental tools have beéned, allowing access to full-field
measures of disparate mechanical informationseatriicro (grain) scale in CGMs [6, 21].

A common element in the different technologies se@nbe the trade off between the spatial
resolution and the size of the considered specimbat should be bigger than the
Representative Elementary Volume to be interedtimg a statistical viewpoint. The study of
the acoustic emissions gives access to the distibof the inelastic events of elastic energy
release [22, 23], suggesting the fascinating pds#gilmf measuring at least some of the
energy dissipated in the system directly. Also, tise of ultrasonic tomography has lately
shown its capability to get to full field measu#ghe elastic properties [24].
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Figure 3Failure modes of Bentheim sandstone: (a) yield enlope (the lines dividing zones are
indicative only) (b) model responses under drainettiaxial condition at different stress regimes.
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In this work we focus on high resolution x-ray Cartgd Tomography (CT), which has lately
shown the potential of the reconstructed 3D maphsorption in the analysis grain scale
processes. The three key phenomena occurring in Gf&dh crushing, cement damage and
fragment rearrangement can easily be imaged with tdthnique, yet dedicated tools to
guantitatively measure them need to be develope[®23] and subsequent works a technique
to follow the single grains throughout a test hdesn proposed, allowing an immediate
measure of fragment rearrangement. Preliminary svestploring the in-situ 3D measure of
the crushing-induced evolution of grain size dsition in granular materials have been
proposed in [26, 27]. In this contribution we wélkplore the possibility to measure cement
damage.

2D

Figure 4 Example of the application of the Kalisphera-basedegmentation in 2D (top row) and
3D (bottom row): a) original image b) Kalisphera sfneres obtained after the optimization of the
radii of the spheres c) subtraction of the spheregsom the original images.

With the aim of isolating cement fragmentation, adel material has been designed to
prevent other inelastic phenomena such as grashicrg. Also, since a simple geometry of
the granular phase allows to take advantage ofjthie topology for image post-processing,
spheres have been selected. The material propssadcite-cemented glass ballottini, with a
D50 of about 300m. Two different phases of image processing aimeth¢asuring damage
can broadly be identified: cement identificatioml@alamage measure.
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The former is commonly known as segmentation antheéncase of three phase materials is
referred to as 'image trinarization'. Despite tlaegé number of existing approaches
developed, none of the methods proposed in litexatias so far provided accurate, user-
independent results. For this very reason a nely taking advantage of the spherical shape
of the granular part has recently been proposefl B8 sketched in Fig. 4, the idea of the
method is to identify, through a template matchpngcedure, spheres in 3D images. It is at
that point straightforward to remove the granulamponent from the images, obtaining an
image containing only cement and voids. These neimgiphases can be easily classified
based on their grey value, adopting any of thetiegyshistogram-based methods, which are
straightforward reliable for two-phase materials.

Figure 5.Example of the evolution of damage in the sample #le initial (a) intermediate (b) and
final stages of the test (c). In the top row is regrted the original image. In the middle row the
grains have been removed to isolate the cement. Thettom row reports the 3D rendering of the
evolution of the cement

With a clear distinction of the existing phasesistraightforward to follow the evolution of
cement throughout the test, as shown for a sioglaent bridge in Fig. 5. Alternative
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measures of damage can at this point be propo#badugh it is already evident that the
richness of information deriving from the posstiito correlate local damage and the single
grain kinematics deriving from tools such as thesopresented in [25] is unprecedented. The
choice of the optimal definition of damage, its g@arson to the model's predictions as well
as its relations to grain kinematic and macroscopitaviour will be explored in forthcoming
publications.

5. CONCLUSION

In the present paper the fundamental hypotheses afovel micro-mechanics based
constitutive model for Cemented Granular Materes discussed and its micro-mechanics
based internal variables described. Its capabtlityreproduce both the macroscopically
observed mechanical response and the structurati(spn-scale) localization patterns is
highlighted. The micro-mechanics based nature®htbdel calls though for a further level of
validation, to assess its capability to predict #neolution of the grain-scale inelastic
processes. To do so it is has been necessary ®ogead-hocimage processing tools to
extract quantitative, statistically representaiiv@rmations regarding the evolving processes
(grain crushing, cement damage and fragment reggraants). This contribution focuses on
the experiments and post-processing tools requaadeasure the evolution of each cement
bridge of a mechanically representative sample aalicite cemented glass ballottini. The
possibility of measuringn-situ cement damage goes well beyond the model validétse!f
and opens unprecedented possibilities in the utadeti®g of the inter-relations of the micro-
scale inelastic phenomena occurring in cementetugaamaterials
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ABSTRACT

This study presents a model for simulating the ichjpehavior
of dry granular flow against a rigid wall using biste Element
Method (DEM). The simulations were carried out gspoly-

dispersed clumps consisting of two overlapping sphak
particles accounting for the shape effects of draaticles.

The particles were flowing in an inclined flume welifferent
inclination angles were tested and interaction dsrwith the
wall were recorded. The model calibration was imtipalar

based on particle shape and flow thickness measumtsm
Compared with the experimental results, the modewed

good agreement regarding the peak impact forcejrtteeof the
peak force and the final (residual) force at the efithe tests.

INTRODUCTION

The rapid increase of urban activities in mountagareas encouraged more attention to be
given to the mitigation of threats caused by nathezards such as rockfalls and debris flow.
Due to their high flow velocity and impact forcésng runout distance and poor temporal
predictability, granular flows have been classifiesl one of the most hazardous landslides
(Jakob & Hungr 2005). However, their hazard cannbigated by the use of protection
structures similar in principle to rockfall barge(Guasti et al. 2011). Such structures are
either retaining walls (Kishi et al. 2000) or flble structures made of nets (Nicot et al. 2001).
The estimation of total impact force exerted byngtar flows on such structures is an
important factor in their design. Such a force galhe varies with slope angle, thickness of
the flowing material and velocity at the momentha impact.

Numerical models of granular flows have been gdlyei@assified into continuum and
discrete models. Continuum treatment has often bhdepted where flows characteristics are
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analyzed by the Eulerian forms of continuity andmeatum equation (Azana et al. 1999). On
the other hand, with the use of a Discrete Elerivathod (DEM), Silbert et al. (2001) carried
out 2D and 3D simulations of mono-dispersed pasidlowing in a steady-state condition
where observations were taken regarding structace raeology of the flow. Faug et al.
(2009) proposed a hydrodynamic model based on déemtaged momentum conservation
which was used to predict DEM numerical resulta éfee-surface gravity-driven dense flow
overflowing a wall. On the experimental side, aietyr of experimental studies have been
carried out ranging from studies on geologicalrietiows to well characterized laboratorial
granular flows down an inclined plane (Azana etl8B9). However, none of the experiments
considered coarse-grained flow of angular partielbéch is the main case for actual dry
granular flow.

The aim of this paper is to present a DEM-basedaiatiich is able to simulate the impact
behavior of dry granular flow of angular particegainst a rigid wall. First, we will describe
the experimental data (Jiang & Towhata 2013) alkkgléor model calibration and validation.
Next, we describe the model in terms of contact [savticles shape and flume characteristics.
Afterwards, the model calibration and validatioe @resented with discussion of obtained
results. Finally conclusions of the presented wayekdrawn.

EXPERIMENTAL DATA

Jiang & Towhata (2013) recently studied the imgettavior of dry granular flow against a
rigid retaining wall using poly-dispersed mixturé lonestone gravel. Particles were of a
poly-dispersed gravel mixture ranging from 10 mm2® mm in diameter. The samples
(which had specific weight of 13.5 kN#jnwere prepared in a box with varying lengths (from
14 cm to 44 cm with a 5 cm step) and heights (fioom to 20 cm with a 5 cm step) but with
a 30 cm fixed width. The samples were releaseddana-break manner in which the gate was
pulled instantaneously.

The flume was rectangular in cross section with 2&® length, 30 cm width and 35 cm
height. Different inclination angles were tested ranging from 30° to 45°. The frictangle

of the flume base, flume sides and the rigid wadtev25°, 15° and 21° respectively. At the
end of the flume, a perpendicular rigid wall diwidato six horizontal segments (marked
from 1 to 6 starting from the bottom) was usederattion forces were recorded with each 5-
cm in height segment of the wall.

Measurements of normal impact force vs. time weoended along with observations of flow
thickness and flow velocity at the time where towlt normal force on the wall reaches its
maximum. These experimental data were selecteddomodel calibration and validation.
This is because it considers elongated coarseagtdiow of angular particles which is the
main case for actual dry granular flow. In addifitime study provided detailed measurement
of normal impact force for different heights (diéat segments of the rigid wall).Three
different tests have been presented in the pamst 034-H1504%, Test L44-H15¢40 and
Test L44-H20e40. For instance, Test L44-H1B40O> represents a sample having 44 cm in
length, 15 cm in height and 40° inclination angle.

NUMERICAL MODEL

DEM has been used to carry out the simulation efdty granular flow. Nowadays DEM is
widely used for modeling granular media. It is matarly efficient for static and dynamic
simulation of granular assemblies where mediumbsadescribed at a microscopic scale. The
method is based on the molecular dynamics apprpagtosed by Cundall & Strack (1979).
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Compared with Finite Element Method (FEM), DEM mgaMlarge displacements between
elements easy to simulate. In addition, DEM sumpa$EM when dealing with discontinuous
problems where FEM becomes computationally demgnMADE software has been used as
a modeling tool which is an extensible open-soframework for discrete numerical models,
focused on Discrete Element Method (Smilauer e2Gil0).

Contact law

A visco-elastic contact law with Mohr-coulomb fagucriterion (Figure 1) has been adopted
where normal and tangential contact forces Fr between particles were calculated as
follows:

F_!': = [kn u, — Y un] E (1)
ke |57 . — .
F, = Ik [F.| tan @ if [k, w] > [E,| tang, .
k. u, otherwise

where k and k are the normal and tangential stiffness parametgrand y are the normal
and shear displacement@an « is the friction coefficient and is the viscous damping
coefficient. k was taken as (2/7),kas previously suggested by Silbert et al. (2001).

kn k¢
% %
Figure 1.Normal and tangential interaction forces of the cotact

Based on Schwager & Pdschel (2007), with the tdgiit coefficient §) being the ratio
between velocities after and before the impagt(normal and tangential) can be calculated
as follows:

_ Ynt
Bn,t - :ﬂ (3)
e

— |2Eatya _ g2 4

@ = —
nt d\ll (maf:j B ( )

i |:t|:':| _ ;

e o

where my = (1/my + 1/mp), my and m are the masses of two interacting particles mftd),
u(0) are velocities after and before the collision extely.

Contact law

Two shapes were compared: a simple spherical sdragpa clump. The clump consists of two
identical spheres (with a radius R) overlappingravelistance R thus having an aspect ratio
of 3/2.
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With the total weight of the sample being equah®weight of a single {3-sphere
multiplied by the number of particles, the numbkgenerated particles (num) was calculated
as follows:

— ey
num = (7= (6)
where V is the total volume of the samplg, is the specific weight of the sample (13.5
kN/m®), Vs is the volume of a single s@sphere andys is the specific weight of gravel
particles (taken as 26.5 kNinfor the limestone gravel considered). Afterwarésch
spherical particle was replaced with a clump caimgsof two equal spheres. Radii of
clumped-spheres were calculated so that the demsdyolume of the clump is equal to that
of the particle which it replaces meaning thatdlierlapping volume is not counted twice.

MODEL CALIBRATION

The model calibration has been carried out consigehe shape of the particles and the value
of £ based on the flow thickness measurements. It rthwuoting that, due to the absence of
lubricated contact, the tangential viscous dammiogfficient has been set to zero (ke=
1.0) as suggested by Ghaisas et al. (2004). Rasidfness k= E D/2 where E is the
Young’s modulus (taken as ®Pa) and D is the particle diameter. In order tsuem rigidity,
the wall stiffness was taken ten times the stif$nek Dsy particle. Friction angles of flume
base, side walls and rigid wall were taken sintitavalues provided by the experimental data
(Section 2). The model has been calibrated andiataid for Test L34-H1645, Test L44-
H15-040 and Test L44-H2@4(. Results shown in the calibration section areTiest L44-
H15-040.

Clumps vs. spherical particles

Two samples were tested: the first having sphepealicles and the second having clumped
ones. Clumps proved to be advantageous in loweotaional energy (Figure 2a), adding

interlocking effect between particles and improvisigape representation of the angular
gravel. Furthermore, the simulation is kept rathmxpensive (with the use of only two

spheres for forming the clump).
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Figure 2.Test L44-H15040: (a) Ratio of rotational energy to total kinetic energy for clumps and
spheres, (b) Normal force on part 6 of the wall

Consequently, compared with the spherical partiggeak and residual values (Figure 2b) on
the sixth segment of the wall for clumped particlase closer to the experimental
(experimental values: pkk = 14 N/m, Fes = 10 N/m). This might be due to the rolling
resistance provided by the clump shape which ptevere particles from rolling over the
dead zone deposit and accumulate behind parttgeokall. As a result, clumped particles are

used for the rest of the tests as they proved srpgrover spherical ones.

Flow thickness and velocity

The targeted part of the flow for calculating vetpand thickness were particles within a
distance ranging from 40 to 50 cm away from thel.wdbwever, since the flow has two
regimes along the flow thickness-collisional andtional-, cumulative frequency were drawn
in which thickness and velocity values were take@0d6 of total frequency of particle center.
A value of Dyy/2 was added to 90% cumulative frequency of the tloickness to account for

the free surface of the flow.
Different values of restitution coefficient weretied and flow thickness values were observed

for each corresponding restitution coefficientwéts found that = 0.3 is suitable for our flow
based on flow thickness measurements resulting imodel value of 3.9 cm which well-
correspond to the experimental value of 3.9 cmuile@ga).
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Figure 3.Test L44-H15w40: (a) Cumulative frequency of gravity center of paticles height, (b)
Variation of particles velocity with heights

However,velocity measurement of test L44-H#860 in the model (Figure 3b) taken at the
considered flow thickness (at 90% for cumulativegfrency) was found to be lower than
experimental value (model: 3.33 m/s, exp: 4.13 migich still needs further investigation.

However, it is worth highlighting that measuremeanfsvelocity were taken only for the

particles at the top surface of the flow.

MODEL VALIDATION

The rigid wall response against the granular flompact has been investigated in details.
Indeed, special attention has been given to thealoforce applied on each part of the rigid

wall where curves of normal impact force vs. timerevanalyzed. Due to the tendency of
DEM results showing large fluctuation, a data meait was needed. Data treatment was
carried out using smooth spline method where a §moarve is fitted to a set of noisy data

using spline function. The advantages of usingnsgliare their computationally speed and
simplicity, as well as the clarity of controllingivature directly (Chambers & Hastie 1992).
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Figure 4.Time history of normal force variation: model (right) and experiment (Jiang &
Towhata 2013) (left)

Test L34-H15-a45°

In this test (Figure 4a), for the first elementtioé wall (F), the peak force was found to be
396 N/per wall width which is fairly close to theperimental value (around 350 N/m).
Moreover, the time of the peak force iE relatively similar to the experiment with a weal
around 3676 ms but with a lower residual forcehi@ model (145 N/m) compared with the
experiment (175 N/m). Likewise, in contrast tg the peak value of Fn the model (256
N/m) was lower than the experimental value (300 Nfor 3 and R, the model captured the
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peak time of forces fairly well (being 3883 and 398s for |z and R respectively) but with a
lower peak value. The peak force and timing offieak on Eand k were fairly captured by
the model along with their residual force values.

Test L44-H15-a40°

For this test, the peak impact force values werk &@#d 232 N/m for fFand F respectively
(Figure 4b). Compared to the experiment, simildues were observed but with a reversed
order (R > F;). Concerning the rest of the wall, the model mawalaip capture the peak forces
of F3, F4, Fs and K (with a small exception forgfwith values of 154, 120, 66 and 15 N/m
respectively along with peak times 3619, 3808, 3383 3761 ms respectively. Residual
forces on these parts were found to be 112, 82ndi0L2 N/m respectively which are close to
the experimental observations.

Test L44-H20-a40°

With the use of higher volume of the sample, tleadrof the impact force curves was better
captured with the model along with the time lagwsstn each force curve. For instance, F
peaks at 2523 ms with a value of 387 N/m (450 Nirthe experiment) which is followed by
a peak of Fwith 288 N/m (340 N/m in the experiment) at 273% (Rigure 4c). Residual
forces of i and F, were found to be similar to the experiment withuea of 227 and 226
N/m respectively. Very good agreement has also bbserved for § F4, 5 and k in terms

of peak forces (172, 172, 108 and 51 N/m) the tihthe peak (2864, 3070, 2912 and 3043
ms) and residual force values (116, 134, 65 and/43.
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Figure 5.Time history of total normal force and bending momaet, test L44-H15-a440: model
(right) and experiment (Jiang & Towhata 2013) (lef}

Total normal force and bending moment
By considering the normal force on each part ofwladl (F) and the distance between the
centroid of the wall’s parts and bottom of the irsiteg wall (h), the total normal force (F) and
bending moment (M) can be calculated as follows:
F= 16=ﬁFl €))

M = 216:'} F; by (4)
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For the total normal force (Figure 5), the modéallyaagrees with the experiment in terms of
the peak force (735 N/m), peak time (3733 ms) awidual total force (576 N/m). The
bending moment results (Figure 5) from the modsb agrees with the experiment having a
maximum bending moment of 80 N*m/m and peakindhatdame time of the total force peak
(3733 ms).

DISCUSSION

Comparing spherical to clumped particles, the uselumps was preferred over spherical
particles. The use of clumps led to controllingatmnal velocity which was reduced by 70%
leading to a better representation of the finalodépn and force distribution closer to the
experimental values.

In addition, by quantitative comparison with expgtal results, good agreement has been
observed in terms of the peak force on each pathefwall, the time of the peak and the
residual force at the end of the test. Comparinggich forces, we have observed a non-linear
distribution on different parts of the wall. In paular, the force at the toe of the wall is
sometimes smaller than the one on the segment aBowerding to Jiang & Towhata (2013),
this might be due to an arching effect forming arhdike protective layer on segment 1 of
the wall resulting in a non-linear distributionfofces with depth. Such a layer is also thought
to affect the residual force values. For the mottekome extent, arching was observed to be
present in the model, especially for residual fereeF1-F2 and F3-F4 which might be due to
the force chain distributions and particles shapgangement behind the wall. Force chains are
strongly depending on the particles position aneénbation with respect to the wall. The
distribution of contact forces on the wall, and segquently the arching, is expected to be
different from one test to another, even if conddcin the same initial conditions. It is
thought that the forces measured on each segmeaheokall are extremely variable. As a
consequence, matching between numerical simulateom$ experiments should mainly
concern the total force on the wall rather thaneaoh segment. This variability should be
investigated in future work, with investigationstla¢ particle scale.

CONCLUSION

We have numerically studied the impact behaviodif granular flow made of clumped
particles (resembling gravel particles) againsegnsented rigid wall. The numerical model
has been calibrated considering the shape of thelpaand the available experimental data
of flow thickness. The model has been validatedirfgract force measurements against the
wall. As a result, the model can be used to statpyact against other types of structures (e.g.
a flexible structure made of net element). Archaifct and forces variation (for the same
test) on different parts of the wall depending lo@ initial arrangement at the beginning of the
test are to be investigated.
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ABSTRACT

The design of geosynthetic-reinforced embankmentsr o
sinkholes remains problematic due to the complexafy
interaction mechanisms involved. To complement enirr
knowledge, full-scale experiments were carried out.
Measurements are then used to validate a discreteenical
model, which enables to get further information w&ththe load
transfer mechanisms within the soil material anduabthe
vertical load acting on the geosynthetic sheetdsteger the
void. Both experimental and numerical results ahent
combined to propose an optimization of the curi@malytical
design methods for the case of non-cohesive granula
embankment.

INTRODUCTION

The construction of new transportation lines mard more occurs in area where the ground
has rather low or heterogeneous mechanical chasiwde. In the case of a karstic area or
former mining exploitation, this can even lead lhe formation of sinkholes. Hence in such
areas, constructions and embankments need sonaeeueinforcement.
Geosynthetic-reinforced embankments provide an @oan environmental and easy-to-use
method that is more and more used. The designisgaf structures remains problematic due
to complex mechanisms combining arching, membrdfeeteand load transfers within the
reinforced embankment overlying a void.
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First French research works on this subject begédnthe R.A.F.A.E.L project (Railway and
Highway Embankments Reinforcement against sinkh@esirc et al. 1999) which lead to a
widely used analytical design method (Blivet et20101) later complemented (Villard et al.
2002, Briancon and Villard 2006, Villard and Brgam 2008). Nevertheless, several physical
phenomena remain not well understood, such asdhane of the collapsed zone over the
void, the expansion mechanism within the granulatemal, the intensity and shape of the
load distribution on the geosynthetic sheet andniéxhanical behavior in anchorage areas.
Other aspects such as the use of non-linear resrfoents or embankments made of treated
granular materials also lead to questions.

In order to improve current knowledge, experimemtad numerical studies (Huckert 2014)
were lead as part of the French FUI (Inter-Ministtynd) research project Geolnov,
supported by the competitiveness poles Techterehflieal Textiles Rhone Alpes) and Fibres
as part of the T0call for project of the DGCIS (Direction Générale la Compétitivité, de
I'Industrie et des Services). This work was presérin 2014 at the #3European Young
Geotechnical Engineers Conference in Barcelone bgrédy Huckert who has received the
prize of the best paper and presentation (Huckextt 2014).

FULL-SCALE EXPERIMENTATION

Experimentation principle

The full-scale experiments consist in simulating grogressive formation of a circular void
of rising diameter under a geosynthetic-reinforeetbankment. A specially designed device
combining a trapdoor, clay pebbles and concentiilated tubes is thus buried under the
reinforcement (Fig. 1). The platform is then comgde and a geosynthetic-reinforced
embankment is built on the surface.

Figure 1.Installation of the experimental device for the prgressive opening of a circular
sinkhole under the geosynthetic-reinforced embankne

The opening of the trapdoor and the progressiviatiieg of the tubes enables three stages of
opening of the sinkhole: 0.75 m, 1.25 m and 2.2iameéters, this latest 2.2 m diameter being
the only one that remains fully controlled.

After the opening of the void, the whole sectionle waiting for 20 days to enable the
stabilization of load transfer mechanisms withie tieinforced structure. Traffic tests and
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overloading are then realized thanks to a shovelggback and forth 10 times, resulting in a
1t overload over the center of the sinkhole, ongighe shovel’s bucket to apply a vertical
punctual 4t overload over the void’s center.

Description of the experimental sections

Two experimental sections are here described we&thgr a 1 m thick granular, non-cohesive
embankment (section GR1) made of 20/40 mm cleanded gravel, or a 0.35 m thick 2 %
lime-treated 0/40 mm granular layer (section SBDth sections are reinforced with similar
geosynthetics, which are specifically designed bbaim significant values of strains and
displacements.

All experimental materials were carefully charaized (Tab. 1). Shear tests using a 0.3 x 0.3
m box were carried out to characterize soils bypgishe NF P94-071 (1994), and tensile tests
were performed to characterize the geosynthetigsiryg the NF EN I1ISO 10319 (2008).

Table 1.Description of experimental sections

Embankment Geosynthetic
i Y C Psol Je=30 Qembigsy
Section \nimy Pa) () PC eim) ()
GR1 15.5 0 36 GSY 2988 23
ST1 18.0 40 33 GSY 2988 32

INSTRUMENTATION AND AIM OF THE MEASUREMENTS

A specific instrumentation is installed to answée taim of the experimentation. The
cinematic of the reinforced structure is observeahks to a topographic campaign, and a
Ground Penetrating Radar analysis (GPR) assochattdd metallic reflectors within the
embankment.

The deflection of the geosynthetic reinforcemennanitored using either the GPR analysis,
or a laser sensor device located inside de caVitg. reinforcement’s strains are measured
with optical Fibre Bragg gratings.

Last, load transfers towards the edges of the siekére measured using earth pressure cells.
For all measurement systems used, the precisiaingot depends on both the system itself,
and on the site conditions with rather large granphrticles.

MAIN RESULTS FOR THE 20/40 MM GRANULAR
EMBANKMENT

During the opening of the cavity, the surface ddften at the top of the embankment
progressively increases as well as the geosynthigtilection. Once the diameter of the
sinkhole reaches 2.2 m, the topographic and GPRsasahow a surface deflection of 0.14
m for a geosynthetic deflection of 0.23 m (Fig. 2).

Besides, this analysis underlines the fact thagtaeular material in movements is restrained
to a cylinder above the sinkhole. Hence assumirgarabolic shape of both surface and
geosynthetic deflections, a mean expansion fadtbr0d can be determined.
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Figure 2.Topographic and GPR analysis on section GR1

MAIN RESULTS FOR THE TREATED SOIL LAYER

For the cohesive treated soil layer, no signifiadiaplacement is observed during the opening
of the sinkhole. Hence the treated soil layersdwsr the void as a flexion plate.

A load test consisting in applying a vertical pwattforce above the center of the cavity then

results in a brutal collapse of a treated soil blon the geosynthetic as soon as the overload
reaches 1.7t (Fig. 3). This block remains in orexg and has an approximate truncated

conical shape.

dF 0.09 m

Sinkhole

Figure 3.Failure mechanism after 1.7t overload on section SIT

The geosynthetic deflection is rather flat, andsdoet have such a high value (around 9 cm)
as in the case of the 20/40 mm granular embankriirg.suggests that the shape of the load
distribution on the geosynthetic reinforcementati$ffrom one case to another.
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DISCRETE NUMERICAL SIMULATIONS

The numerical study is lead using a coupling betwéaite elements representing the
continuous geosynthetic sheet, and discrete eler@ntulating the granular embankment
(Villard et al. 2009).

DESCRIPTION OF THE NUMERICAL MODEL

The granular embankment is simulated by 15000 elss{aggregates of two spherical
discrete elements) interacting through contacttgoifhese particles are generated by using a
Radius Expansion Friction Decrease method (Salal.e009), hence enabling a precise
control of their mechanical properties. The valeéshe contact parameters between the
numerical particles are deduced from the experiadleniterial properties by the way of a
numerical triaxial test process. This kind of maadglhence enables to take into account the
interaction between aggregates, including rotatidoad transfers, soil expansion or large
displacements.

The elements used to describe the geosynthetifore@ment are 3200 triangular shaped,
thin, three nodes finite elements. This allows dbswy the unidimensional or two-
dimensional structure of the reinforcement. Besidles interface with granular particles is
described thanks to specific contact laws, inclgdmermal and tangential stiffness and the
soil/geosynthetic friction angle.
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Figure 4. Numerical model

Last, spherical discrete elements, sited undergdasynthetic sheet, enable to define the
lower boundary conditions and the progressive opemif the sinkhole. This process can
either be used to represent the progressive openitig experimental sinkhole or to simulate
the vertical displacement of a circular trapdoor.

Before any other considerations, the relevancehefrtumerical model is tested by using
experimental data such as the surface and geosigntitisplacements. Then numerical
simulations are used to get information that cawdtlbe experimentally measured, such as the
mean load on the geosynthetic over the sinkhotbeload distribution on the geosynthetic.
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As an example, one interest of the numerical mdl show that the load distribution on the
geosynthetic, for non-cohesive materiel, differsagly following the procedure used to open
the sinkhole (Fig. 5). Hence for a trapdoor, withather brutal opening of the sinkhole to an
immediate large diameter, load transfers towar@settiges of the sinkhole are rather high
while the geosynthetic at the center of the sin&hselrelatively unloaded. In this case, the
inverted triangular shape of the load distributionthe geosynthetic sheet is explained by the
abrupt opening of the void. In case the sinkholeopened with a rising diameter, the
progressive opening of the sinkhole disturbs loaddfers towards the evolving edge of the
sinkhole, which results in a load distribution etlhiniform on the geosynthetic overlying the
final void (Fig. 5).
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Figure 5.Load distribution on the geosynthetic over a sinkhle obtained using a trapdoor, or
with a progressive rising diameter

Another numerical result is the computation of tihean vertical stress applied on the
geosynthetic overlying the circular sinkhole. Darithe opening of the cavity, the mean
vertical stress acting on the geosynthetic sheet the cavity is computed. For the case of a
non-cohesive material, this resulttieen compared to existing analytical methods comgut
load transfers over sinkholes (Fig. 6): Handy ()98%arston and Anderson (1913), Terzaghi
(1943), Vardoulakis et al. (1981). As a resultdaeansfers developed by using the numerical
simulation are best fitted by Vardoulakis et altiogl (1981) with the hypothesis of Roscoe.
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APPLICATION TO THE DESIGN OF GEOSYNTHETIC
REINFORCEMENTS OVER SINKHOLES

Non-cohesive granular embankment

Numerical and experimental results are then us@upoove the most recent analytical design
model (Villard and Briangon 2008), which has thevaattage to consider the frictional
behavior of the geosynthetic in its anchorage area.

Following the numerical results, new equations preposed to integrate an inverted
triangular load distribution shape on the geosyith®ver a sinkhole of diameter (Fig. 7).
For the case of a uniform load distribution, theameertical stressogs determined using
Vardoulakis et al. (1981).

The maximal vertical stress Q on the geosynthdimva the void (inverted triangular load
distributions) is then computed using the samd totd above the cavity than the uniform
case, and considering the three dimensional shipleeoload distribution. Once the load
equation defined for the new case is implementetthénanalytical method. Table 2 gives an
overview of the main dimensioning equations. Instheelations, { is the value of the
horizontal component of the tensile force in thegyathetic at the vicinity of the edges of the
cavity. This value is computed (Villard and Brianc@008) by taking into account the
behavior of the geosynthetic fabric sited over taegity as well as the stretching and the
friction of the geosynthetic in the anchorage asssl at both sides of the cavity.
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Table 2.Main equations describing the membrane behavior ahe geosynthetic reinforcement
for a non-cohesive embankment

Uniform load distribution Inverted triangular load

distribution
Load distribution Load distribution
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This analytical proposition is then confronted be tresults of the numerical study (Fig. 8).
For the case of a 0.75 m diameter sinkhole (H/D.33)1 which corresponds to a height of
embankment greater than the diameter of the cavitiyto a brutal initiation of the sinkhole,
the inverted triangular distribution seems morepéeth to reproduce the numerical results.
When the diameter of the sinkhole increases, loaakster mechanisms are disturbed, hence
modifying the shape of the load distribution on tfe®synthetic. Indeed, for a 2.2 m diameter
sinkhole (H/D = 0.45), the analytical approachrigtwell the numerical results is based on a
uniform load distribution.
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CONCLUSION

Full-scale experimentations reproduced the progresspening of sinkholes under a
geosynthetic-reinforced non-cohesive embankmerat weated soil layer, and confirmed the
role of these reinforcements above cavities. Whike whole instrumentation provided a
consequent and original data base, both topogramudGPR analysis specified the geometry
of the collapsed soil. Experimental measures thaidate a numerical model based on a
coupling between finite elements for the geosymtheand discrete elements for the
embankment material. This model provides infornmatguch as the shape of the load
distribution or the mean total load on the geosgtitioverlying the sinkhole.

Both experimental and numerical results are thenbioed to optimize an analytical design
method for the case of non-cohesive embankmentaltdmative analytical load distribution
is suggested and compared to numerical data. Asudty the shape of the load distribution
depends on the process of the opening of the vaidta brutal or progressive formation.
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ABSTRACT

This work aims to model the mechanical behavioua oftural
rockfall of approximately 1000 frusing the discrete element
method (DEM). The cliff geometry, fracture netwodeposit
geometry and slope topography, resulted from field
measurements. The numerical model used for thiglystu
accounts for the energy dissipated by collisionsd an
friction/abutment in the bulk of the rock mass asdlvas at the
rock-slope interface. The contact parameters neddedhe
numerical simulation are issued from the literatérsensitivity
study was performed in order to analyze the rodggad by the
contact parameters, the blocks shape and the gjepmetry
(roughness) in some important indicators (mass ancst
propagation, energy dissipation and rockfall deppgsometry).
From the results obtained, it appears that the neailenodel is
able to provide, only from basic inputs collectedsitu, a
valuable description of natural rockfall propagatiand stop.
Assessment of different physical quantities sucheasrgy
dissipation modes (by collisions or friction/abutrt)e allowed
us to also improve the understanding of rockfadiras.

INTRODUCTION

Gravitational movements are considered as the fmegtient and unforeseen natural hazards
in hilly regions. The complexity of the involved of@nisms has motivated the development
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of a number of numerical models depending on thd kif natural hazard phenomena and the
materials concerned. Some models only consideviohal rock particles. The “lumped mass
methods” are based on the kinematics of a singiet gbat describes the rock motion by
ignoring its shape and rotation (Bourrier et al020Dorren 2003). For important or very
important volumes, models have been developed @rbdsis of shallow fluid flows (Pirulli
and Mangeney 2007). For intermediate volumes anevem topographies, the discrete
element approach seems to be promising (Cundallr&cks 1979). Applied to rockfalls, this
method considers the rock mass as a group of dalidseraction.

The numerical DEM model used in this study wasdaikd with laboratory tests performed
in the framework of the European project MASSA (Mid and Small Size rockfall hazard
Assessment) (Banton et al. 2009, Mollon et al. 20Ri2hefeu et al. 2012). The contact law
proposed is defined by four parameters and takesconsideration the energy dissipated by
collisions and friction/abutment between rock bwekd with the soil (Richefeu et al. 2012).
In order to test the applicability of the model real scale events, a natural rockfall that
happened for real has been simulated and compaitbdiwsitu measurements. Contact
parameters were taken from the literature as adiiess and then adapted in order to target
the right propagation distances of the front (ruhend of the mass center. The objective was
to analyze the relative importance of contact patans and to identify the most adapted ones
to give a valid account of the rockfall motion. &y, energy dissipation modes were also
analyzed to better capture the phenomena underlgengockfall propagation.

ROCKFALL EVENT

The rockfall event took place in 2007 close to ¢itg of Millau in the south of the Central
Mountains in France. Around 1000’ mf limestone benches approximately one meter thick
released by sliding on the quasi vertical cliff waitit toppling and spread on a natural soil
sloped of 30.5° stopping finally into a nearly lzomtal surface. As a preventative measure,
highways and most of the buildings situated in rinekfall area had to be closed. Figure 1
shows the geometry and dimensions of the terdaendtopped mass, and the blocks.

The main deposit is about 50 m long and 40 m wildtbughout the tipped up mountainside.
Popped blocks stopped close to the buildings @istance higher than 70 m from the cliff
toe).

About 30 blocks ranging from 10%wand 36 mwere identified inside the main deposit and
spotted using a GPS tool. They actually represé&ft &f total mass volume and reflect
somehow the rockfall deposit boundary. Approximateh rock blocks have very important
volumes (between 33 frand 36 ) and very similar sizes (6 m length, 3.5 m weight
thickness ranging between 1 and 1.5 m accordirtigetanitial cliff fracture networks (Fig. 1b
and Fig.1c).
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Figure 1.(a) Slope geometry (b) CIliff fracture network & (c)blocks geometry

NUMERICAL MODEL

We used the discrete element method that allowssifaulating the dynamic motion of a
group of rigid bodies. The realistic shape (whempared to spheres) of the rock blocks are
sphero-polyhedra and the contact/collision lawe tadto account elastic contact stiffnesses
and different energy dissipation mechanisms thrdogin parameters (Richefeu et al. 2012)
defined as follows:

— The coefficient of normal energy restitutionje

— The tangential dissipation coefficient)(that accounts for both resistive friction and
buttress forces taking place in case of importatérpenetrations between rocks and
soft substrate.

— The normal and tangential contact stiffnessgs(kl k respectively).

Simplified but realistic initial mass geometry wamnsidered. This unstable mass was cut up
by horizontal and vertical plans according to thecture network identified on the cliff as
well as the block sizes observed in the deposiy. (E). A total of 122 rock blocks were
created.

Cohesion within the fracture network was not modelbis means that their fracture energy is
negligible compared with the energy developed ditst impact of the mass as a result of a
free fall motion (from high). This free fall and ethinteractions of the blocks between
themselves and with the natural ground were mesietylated by initially setting the mass in
an unstable state.
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Contact law parameters were initially guess froeheos of magnitude generally recognized in
the literature and then slightly adapted as a teduhd sensitivity analysis showing the best
adequacy between measured and numerical runouhassl center distance of propagation.

RESULTS AND ANALYSIS

The results of the sensitivity analysis are regbiteFigure 2. The error functions are length
differences between simulations and field measunésndhe white zone in Figure 2 defines
the best restitution coefficients for the reprothility of both mass-center distance and
deposit length. A comparative scheme of real antulsited deposits, obtained by using the
best set of parameters leading to errors below iS%yesented in Figure 3. The obtained
guantitative characteristics are summarized in @abl showing the good concordance
between all the characteristics of the numerica eeal block mass deposits. Most of the
numerical blocks (96%) were stopped inside the samelope as the real event. The 4%
remaining blocks represents mainly big blocks tate actually observed in the falling
neighborhood. Besides, other subtle behaviors b= retrieved in the numerical deposit
such as a high density of blocks concentratedeabéise of the slope and noticeable positions
of some blocks (spotted in red in Figure 3).
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Figure 2.Example of sensitivity analysis of the normal restittion coefficients showing the likelihood of
the simulated rockfalls in terms of mass-center dtance (left) and deposit length (right)
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Figure 3.Natural (left) and numerical (right) deposit

Table 1A comparison of some quantitative characteristics &tween the real and the numerical deposit

IN-

SITU DEM
Deposit width (m) 40 43.2
Deposit length (m) 66 68.5
Runout distance (m) 67 70
Deposit thickness (m) 3 3,8
Fahrbdschung propagation
angle (°) 45,5 47

Energy dissipations by friction and impact withiretgranular mass and between blocks and
ground (hardly measurable in-situ) are also folldwenong the mass motion. Figure 4 shows
the location of the energy dissipated accordinthéar mode. We can easily distinguish two
different regions: (1) the first impact zone wheteleast 41% of total energy is dissipated,
mostly by block interactions (36% by friction and%8 by collisions) and (2) propagation
zone along the slope where energy is mainly dissiphy friction between blocks (25%) or
between blocks and the slope (55%). Interestinfgiythe geometry tested, the total energy
dissipated at first impact appears to be alwaysstme (about 41%) and thus not related to
the contact parameters.
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CONCLUSION

A natural rockfall event of about 1000°was simulated using a discrete element model that
integrates the energy dissipation within the granoiass and between blocks and ground. At
first, contact law parameters were derived fronteadture review and slightly adapted using
a sensitivity analysis. The particle shapes cordplhath real blocks geometries. The
comparison between the numerical and real depesitngtries showed that the numerical
model is able to restore satisfactorily the mecotenbehavior of this type of rockfalls by
using adequate contact law parameters and reapstiticle shapes. Not only the runout
distance, but also more sophisticated features sscthe shape of the deposit and block
arrangements (either stacked or dispersed) welegepebduced by simulation.

The analyze of the dissipative modes showed tloat,tfe geometry tested, the energy
dissipated at the first impact is about 41% ofttital energy whatever the contact parameters.
At the first impact the energy is dissipated mosthpetween the blocks (agains about 30% at
the base of the impacting mass) while along theesline energy is mainly dissipated by
friction within the granular mass or between bloeksl the slope (about 80% of the total
energy dissipated in this area).

The relevance of the numeral model, demonstrata@tisnparticular case, needs however to
be confirmed by simulating other natural eventg theolve more sophisticated topography
and complex geometry of the blocks.
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ABSTRACT

Structural and mechanical analyses of rock masseanain
elements for rock slope stability assessment. The
complementary use of structural analyses and diston
numerical modelling provides a methodology that dam
applied to analyse three-dimensional (3D) jointeckrmasses.
Fracture persistence is generally assumed and ead to
inaccurate modelling and misleading conclusionsovyercome
this limitation, a recently developed numerical rlobased on
the coupling of Discrete Fracture Network with Dete
Element Method (DFN-DEM), which describes both gieg
along pre-existing discontinuities and fracturinfytioe intact
rock matrix is used here, in combination with plygpgommetric
techniques to assess the stability of potentiafigtable rock
slopes.

INTRODUCTION

Failure process can reach high levels of complekityointed rock masses because they
combine the mechanical properties of the rock mathe geometry and properties of the
structural defects and the progressive failure h&f tock matrix in the presence of non-
persistent discontinuities.
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The geometry and structural properties of the sloke can be estimated when outcrops are
available. Terrestrial photogrammetric techniquesvige sufficiently precise data to
construct realistic digitalized and georeferendeges surfaces (Poropat, 2006; Sturzenegger
et al, 2011). From the structural analysis of the digieal surface, a DFN can be setup from
the detection and mapping of discontinuities. Thytalized surface and its associated DFN
can thus be imported into numerical software paekag setup the rock mass mechanical
model (Firpoet al, 2011; Sturzenegger & Stead, 2012).

One key requirement for the successful integraténthe geological model within the
mechanical model is for field data to be sufficigrdccurate and well pre-processed for
importation. In this study, Sirovision software r@&iision, 2010) was chosen to map rock
slope surfaces and structures from stereo photbgramotivated by the fact that the
digitalized surfaces resulting from the numericahtment can be conveniently imported into
a mechanical model which explicitly considers thissures. With regard to its DFN-DEM
modelling capabilities, YADE Open DEM software, waslected here to simulate the
mechanical response of the rock mass (Schatéal, 2011; Scholtés & Donzé, 2012
Harthonget al, 2012).

DATA ACQUISITION

Generating and georeferencing 3D surfaces

Digital outcrop model creation and 3D mapping wdamne using Sirovision, a software
package created specifically for geological andtggmical mapping. This software uses
overlapping stereo pairs of digital photographs and/ey information to create 3D digital
models that are scaled and oriented within a spdctfoordinate system (Gates & Haneberg,
2012). The software consists of two components:fon8D model creation and one for rock
mass discontinuity mapping, visualization, and gsial(Haneberg, 2008).

The equipment used in the present study consisssdamera Canon EOS 5D Mark Il with
21.1 megapixel resolution and a lens of 135mm. Ppivatographs of the same slope and from
two different positions were taken at a distanaselto 1,500 m. The depth accuracy of the
rock slope depends on a correct ratio baseline detveamera positions and the distance to
the face, typically ranging from 1:10 to 1:6. Rejag the accuracy of the method, given the
equipment used here, the range measurement sg0ét h and using a baseline of 1/7, the
theoretical resolutioni.e. ground pixel size, of the 3D images is equal tond. The
planimetric accuracy is 25 mm (considered as Yhefground pixel size (Birch, 2006)), and
the corresponding depth accuracy is equal to 100 Nwote that the final model accuracy is
more controlled by the accuracy of the georeferemprocedure than by the photogrammetric
precision.

Additionally, a laser range finder (x1-m error) wased to obtain the horizontal distance from
the camera, height, azimuth and inclination of éhp®ntrol points selected on the rock
surface. A GPS device (1-m precision) was usedctjuiee the position of each camera
station, and then treated to georeference thetmeg@D image.

Identification of sets of discontinuities and their orientations

Structural features of the slope are extracted ftloen3D digital image using the Sirovision
geotechnical analysis software (Sirovision, 201l planes for processing the discontinuity
orientation characterization are manually detead@dthe 3D surface, and described as
coloured discs (Figure 2, left).
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INTEGRATION OF THE MECHANICAL MODEL BASED ON
A DFN-DEM FORMULATION

Geometrical configuration

The 3D digitalized and meshed surface is procelBgerd mesh-processing software to define
the studied rock mass as a closed volume (Figure 1)

Figure 1.The meshed closed volume (right) extracted from thBD model of the slope (left)

The discontinuities are then modelled as planautar surfaces whose sizes and orientations
were selected according to the structural analyggure 2, right). The planar assumption is
commonly used in rock engineering (Zhang & Einstél@00) and has the advantage of
greatly simplifying the modelling and the numeriaahlyses.

WA ARz 777,
i

Figure 2.0n the left, the discontinuities involved in the stdied rock block and identified from
the structural analysis. On the right, the associad discrete fracture model which has been used
for the mechanical simulations

Mechanical configuration

The presence of potential rock bridges on the Whack of the hanging block plays a major
role in the rock mass stability. That is the rea¥#DE Open DEM package (Kozicki &
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Donzé, 2008, 2009; Smilauet al, 2010) is chosen to simulate the likely progressailure

of the rock bridge. Like in classical particle misjethe intact rock is represented by an
assembly of discrete elements (DE) glued togetii@obesive bonds that can break either by
tension or shear failure to simulate the progressievelopment of fracturing induced by an
external loading. The bond behaviour is definecoeding to a cohesive frictional contact
law that needs to be preliminarily calibrated tongiate the desired material behaviour
(Scholtes & Donzé, 2013).

Discontinuities are represented in the DFN-DEM niadigh a specific contact formulation
that can be related to the work done by Cundall @nduthors for the development of the
Synthetic Rock Mass (Cundadt al, 2008; Mas-Ivarset al, 2011). The DFN previously
generated (Figure 2, right) is thus imported i@ tlosed volume, filled up with DE, for the
identification phase. The presence of the potemtiek bridge is reproduced by keeping an
intact zone within the model, just behind the haggblock. The interacting pairs of DE
separated by a discontinuity plane are then idedtifi

The micromechanical properties of the rock mass #&l interactions making up the
discontinuities are calibrated here based on tlupgsties obtained from laboratory tests
performed on Urgonian limestone joints by Frayssiaed Hantz (2009).

The model is then submitted to gravity loading iides to mimic the in-situ stress field. Once
the model is stabilized under gravity, discontimmsitproperties are assigned to their in-situ
values. The influence of the DFN geometry and ofdiseontinuity properties can thus be
explored since they represent an issue of critiopbrtance in the stability assessment.

STRENGTH REDUCTION METHOD FOR ASSESSING
ROCK SLOPE STABILITY

In presence of rock bridges, the rock mass canteaky remain stable after the stress
initialization. In this case, a tensile and sheaergth (TSSR) reduction method is used in
order to promote failure. This TSSR method, operaterough the progressive and
simultaneous decrease in the local inter-particliedbtensile and shear strengths, induces a
progressive decrease in the macroscopic tensilecamgpressive strength of the rock mass.
The strength reduction (SR) induced at the macatesis appreciatively proportional to the
one assigned at the local scale through the SRrfagtich is equal to the ratio between the
initial strength and the updated assigned stre(B@philla-Sierraet al, 2015).

Applying the tensile and shear strength reduction method

To progressively reduce the strength of the rockrimyahe bond tensile and shear strengths
are iteratively multiplied by a SR factor equal®@@5. Each time this strength reduction is
performed, the system is allowed to return to éopiiim before a new strength reduction is
applied. Ultimately, failure occurs when the rockss is overcome by the gravity loading.
Following this iterative process, bonds break, iegqdhe system or at least part of it, to an
unstable regime,e. independent groups of particles move apart dugraeity. A possible
way to follow the evolution of system weakeningddollow the increasing amount of broken
bonds, also called micro-cracks, as the strengthateon is performed (Figure 3). In this case,
as the strength is reduced to 0.24 times its Iniadue, the amount of micro-cracks notably
increases.
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Figure 3.Decrease in the strength as a function of the simation time (blue curve) and the
corresponding cumulative amount of micro-cracks (re curve)

In Figure 4, the spatial distribution of micro-dkacis plotted at several times of the
simulation to follow the progressive failure of ttuek bridge behind the rock block.

Figure 4.Vertical cut of the model. The set of discrete eleemts is in yellow. In grey, the discrete
fractures and in red the cracks are represented. Téupper left figure is plotted after 60,000
iterations, the upper right after 70,000 iterations the lower left, after 80,000 iterations and the
lower right after 120,000 iterations
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In consequence of this progressive failure mechanise sub-block located below the upper
first bedding plane is first separated from theefand slides. Then, the sub-block located
above separates from the rock mass and collapseasambination of toppling and sliding.
Figure 5 illustrates the velocity field as failymogresses until the entire block falls.
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~0.0075
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Figure 5.3D view of the velocity field. The upper left figue is plotted after 60,000 iterations, the
upper right after 70,000 iterations, the lower left after 80,000 iterations and the lower right
after 120,000 iterations.

CONCLUSION

The Sirovision photogrammetry system was used tp tha discontinuities and slope 3D
geometry for a rockfall hazard. These data wasga®ed to construct the structural model of
a rock slope which was then used as input in a arechl model to carry out a stability
analysis. DFN-DEM formulation was chosen for madellsince it can explicitly take into
account the sets of discontinuities generated lbgviSion and for its ability to reproduce
progressive failure mechanism. Therefore, a madgkitrategy must be established in order
to identify the key features which control the digbof a fractured rock slope.

A Factor-of-Safety (FoS) can potentially be es&ti#d applying the TSSR method. However,
the meaning of the defined FoS needs to be corsldeith caution as its value depends on
many assumptions, such as fracture mechanical eochefrical properties, rock bridge size
and initial strength of the intact rock matrix.
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Influence of the morphology of slope and
blocks on the energy dissipations in a
rock avalanche
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Stiven.Cuervo@3sr-grenoble.fr

ABSTRACT

A discrete element model was used to determinentheence of

block shape and surface topography on energy dissgpmodes
occurring during rockfalls or avalanches. By usieglistic shapes
of particles and a specific contact law able taespnt the main
dissipation phenomena at the contact-rebound pai@tanalyze
the contribution of tangential and collisional et within the

granular material or at the base of the flow. Isvsaown that the
particle shape and the slope geometry have a nrdjoence on

the energy dissipative modes and need to be aambiot in

numerical models.

Adapted from: 10.1016/j.crme.2014.11.003

INTRODUCTION

Rock avalanches are among the most frequent anediofable natural events that need to be
taken into account to define the risks in the maimaus infrastructures. The complexity of
the interacting mechanisms involved during the fleag a great influence on the morphology
of the deposit and on the propagation distancerotk mass. The nature of the flow patterns
and the mode of interaction between blocks strodglyend on the shape, size and number of
blocks as well as the geometry of the surface tay. The influence of these parameters
on the kinematics of the flow and on the amountsradrgy dissipated at the base and within
the moving granular mass is one of the key poin&t thust be raised in order to predict
satisfactorily the propagation and deposition atddbe granular mass.

Usually, the trajectory of individual block and tpesition of the stop zone are approximated
using softwares based on mass-point mechanics fochwthe energy dissipation at each
contact depends on damping and frictional coefiiiig(Habib, 1976; Descoeudres, 1997;
Evans & Hungr, 1993). Small avalanches may be studith a probabilistic approach of the
precedent trajectory methods (Dorren et al.,, 20B6urrier et al., 2009), but energy
dissipation is modeled through restitution coedints, defined in normal or/and tangential
directions, which may be expressed either with cigforatios or kinetic energy ratios (Wu,
1985; Descoeudres, 1997; Okura et al., 2000; Boz&dPamini, 1986; Azzoni & De Freitas,
1995; Chau et al., 1999). Some authors have shbainthe kinetic of the impact depends
strongly on the substrate nature related to softaond contacts (Fornaro et al., 1990; Giani et
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al, 2004; Habib, 1976; Evans & Hungr, 1993), on shape of the blocks and on the impact
angle (Wu, 1985; Chau et al., 1999; Heidenreicl42@u et al., 2003). So, different values
and definitions of the restitution coefficient gveoposed in the literature, leading in some
cases (transformation of rotational energy intoagkation energy for example) to unphysical
values greater than the unity limit (Ferrari et @013).The Discrete Elements Modeling
(DEM) seems to be relevant in modeling medium am@llsvolumes of rock avalanches
(Campbell et al., 1995; Calvetti et al., 2000; @fe&a Prakash, 2004; Staron, 2008; Valentino
et al., 2008; Taboada & Estrada, 2009; Banton.eP@09). The contact law between particles
becomes a factor of importance and the classiaatiellaws with friction are used (Chang &
Taboada, 2009; Cundall & Strack, 1979; Valentinalgt2008). Some dissipation parameters
may be added as in Walton laws (Walton & Braun,6l%avier et al., 2009). The particles
shape may be taken into account by using polyg@wdall & Strack, 1979), spheres,
clumps of spheres, ellipsoids, spheropolyedronsr{gd-Marroquin, 2008).

The model proposed here is able to take accoumtadistic block shapes (Richefeu et al.,
2012) and is based on the definition of specifitenaction laws which makes physical
parameters easily assessable by means of simgleataby experiment of block launch retro-
analysis (Mollon et al., 2012). Each block is medeby a spheropolyedron, which is the
shape resulting from the sweeping of a sphere thaosurface of a polyhedron (Van Den
Bergen, 2003)allowing to obtain realistic shapespptimize the contact detection algorithm
and to minimize the time calculation. The contacdel, described in the following section, is
tested and validated with laboratory experiment$opmed at EPFL (Manzella & Labiouse,
2009), which consist in the release of an assembbmall bricks on a bi-plane. Then, the
model is used to highlight the energy dissipatiathanisms occurring along the slope, the
undulation of the slope, and the effect of the sltvpnsition between the two planes.

CONTACT LAW AND CALIBRATION OF PARAMETERS

The contact model that we used to simulate thapdisge mechanisms occurring during an
impact between two solids is deliberately minintadisd defined by four parameters that can
be easily identified by laboratory teste.{, 1, k, and k) The parametee.? reflects the amount
of energy restored in the direction perpendiculartie contact plane at each cycle of
loading/unloading of the contact. This coefficiemtegrates a very complex set of
mechanisms (damage, plastification, elastic waeaf generation, etc.) not exactly included
in the chosen behavior law. It allows in a comprsige manner, to access to the amount of
energy dissipated during impact.

The parametep introduces the energy dissipation in the tangedii@ction to the contact
plane : dynamic friction coefficient between twgid bodies and for a contact between a
boulder and loose soil this coefficient incorposate addition to frictional forces, abutment
force and shear strength of the soil of the impgheteea. However, it behaves exactly like a
classical coulomb friction coefficient.

The parameterg&, and ks are respectively associated to the stiffness efdbntact in the
normal and tangential directions.

During contact between two particles, the normal @mgential forces of interactidn(t) and
F«(t) are calculated incrementally at each time stdpased on the normal interpenetratign

between particles and on their normal and tandergiacities M and M ); Equations 1 and
2. Note that the tangential force is formally weittas in two-dimensional case for a sake of
simplicity.

276



Fy(t+ot) F(t)+khst if h >0
F. (t+6t) e’k h, otherwise )
F,(t+ dt)= min|F,(t) + k hidt; mF, (1) @)

To carry out the modeling of the experiments penfed at EPFL (Manzella & Labiouse,
2009), we have implemented a specific procedurerently operational in laboratory, to
identify the numerical contact parameters. Thiscedure consists in analyzing the fall and
rebound of a single particle on a horizontal pladentical as those of EPFL experiments,
using a device consisting of two synchronized leghed cameras shooting at 1000 fps (Fig
1).Several rebounds allows optimizing the valueshef numerical parameters by using an
error function that characterizes the differencevben the actual trajectory of the particle,
before and after rebound, and the one restoretidogiumerical model.

f Uy)

o1 02 0 04 05 08 07 O s 1
€

Figure 1.parameters identification Figure 2.Isovalue curves of the error
procedure: (a) Camera 1, identification of function associated to the parametefsand
the trajectory, numerical simulation; u (brick/support interaction).

The optimization procedure consists in varying fleer numerical parameters and in
calculating, an error function based on the congparibetween the actual trajectories of
particles and those returned by the numerical mddglre 2 presents the isovalue curves of
the error function associated to the parameggfsand p, which are the most influent
parameters to restore the trajectory after impRathefeu et al., 2012). The values obtained
for the brick/support or brick/brick interactionseayiven Table 1.

Table 1. Optimal parameters obtained by minimizhreerror function.

e’ u ka(N/m) Kk,
Brick/support 0.53 0.46 fo 0.42
Brick/brick 0.13 0.86 10 0.27

VALIDATION OF THE NUMERICAL MODEL

After calibration of the contact parameters, théusiness of the numerical model was
validated by comparison with small-size laboratexperiments implementing an assembly of
small bricks (size of 31 mm 15 mmx 8 mm) propagating along an inclined slope and then
stopping on a horizontal plane (Fig. 3). The adagetof such simulations is to test the
predictive ability of the numerical model to predibe collective flow of a granular mass,
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based on contact parameters obtained by studyabdbnce of a single particle. This makes
it possible to understand, by calculating variabsch are difficult to measure, what are the
key parameters influencing the kinematics of tlwsvfiand the final position of the granular
depositAs the influence of the particle shape dnti@topography geometry on the modes of
energy dissipation (at the base or within the flowshocks or friction) is of importance.

The experiment used for the validation of the nuoa¢model consists in the release and the
flow on an inclined plane of 6300 small bricks ranmdy poured in a starting box (size of
0.2 mx 0.4 mx 0.6 m) is descried in Figure 3. Material neededdébermine the contact
parameters were obtained obtained through a coli#iba established as part of the European
projet Alcotra MASSA. The experimental charactéecsbf the deposit zoné€., dimensions,
position, shape) are measured by optical techn{tenzella & Labiouse, 2009). Specific
algorithms have been developed to define the gegmet the deposit and some
characteristics of the kinematics of the flow (&g speed and front velocity of the flow).

0.2m..

Starting box with a
volume Vv, =40L

| L ! ' w
Figure 3. experimental device and description efghometric parameters.

The comparisons between the physical experimerdstlam numerical model, presented in
Table 2, are based on the characteristics of theutpr deposit (size, position of the centre of
gravity) and on typical quantities of the rockfaitamework (Fahrbéschung angpey, and
travel anglepcy), and the comparison between the numerical andrempntal deposit shapes
is satisfactory, in terms of horizontal dimensiamsl little a less in terms of height. the travel
angledcwm related to the center of mass and Fahrbdschunig gag related to the extreme
points of the granular deposit are very accuratepyoduced Differences between the height
of the granular deposit are attributed to the clifity to measure experimentally and to define
numerically the shape deposit and may be consideitaccaution

Table 2. Geometric characteristics of the positeord shape deposit with errors relative to
the experimental values.

Hm L(m) W(m) RM) ¢cm(®) dap () Xem (M)
Experimental 0.075 0.093 1400 0.840 40.0 32.0 @®.37
Numerical 0.120 0.882 1383 0.824 40.1 32.2 0.332
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Relative error (%) +60.005.16 -1.21 -1.90 +0.25 +0.62 -10.27

The comparison between experiment and modeling anllective release of particles shows,
that due to multiple interactions between particlihin the flow, it is possible to approach
very satisfactorily the main features of the deposinperfections in brick shape or
uncertainties on the contact parameters have coesdy little influence on the collective
behavior of the granular mass but may not be atedm the trajectory of an individual
block. The energy dissipation mechanisms have kmeperly modeled for collective
behavior. A sensitivity study of the contact partereon the energy dissipation mechanisms
are studied by the identification of the contaatcéwork and the deduction the amount of
energy dissipated at each time step through (Mataad., 2012)

INFLUENCE OF MORPHOLOGICAL PARAMETERS

The focus is on how the avalanche is affected )hé aspect ratio of the block shapsg,the
presence of block-sized undulations onto the slapd,(ii) a less steep transition in the slope
gradient at the device toe. These three changesenoronly geometric features, and the
mechanical parameters are deliberately kept theesanwe will use as a reference the
simulation of brick release previously validateddaompare it with other simulations for
which only one geometric parameter (block shamgesundulation or transition curvature) is
modified at a time (Fig. 4).

ELONGATED PARTICLE ELAT SLOPE
8 mm
31T mm
15 mm
15 mm/\
CUBIC PARTICLE HILLY SLOPE ™.
\ . reference
\*.. brick-size (31x15x8 mm)
15.5 mm \ /
31 mm
15.5mm 155 mm SN 45
(a) (b) (c)

Figure 4. Geometric features (a) shapes aspeot (hjislope undulations, (c) rounding of the
slope transition.

ASPECT RATIO OF THE BLOCKS AND BUMPY TERRAIN

The role of the aspect ratio of the blocks is rdgdrby comparing the reference release of
elongated bricks (aspect ratio of about 2) with tekease of cubes of the same volume
Figure 4a. Three zones of spreading are consida®de 2, surrounding the change in

gradient, separates the slope (zone 1) from the atea (zone 3). Four modes of dissipation
(work of contact forces by unit horizontal
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length along the propagation direction) are distisged: collisions with the suppovt,>>,
in-between the particled/,°%, friction with the supportM®®, and friction within the mass
WPE. a noticeable difference with cubes is noticedhanfinal position of the blocks (deposit
and isolated particles) and on the dissipativeg@naerodes: Whatever the zone, most of the
energy was dissipated within the bulk for the culpdsle most of the energy was dissipated
by friction for the bricks. the cubeflow is dished by the collisional movement of particles,
while the bricks have a greater tendency to slipictv promotes the dissipation by friction
both in the mass and at the base of the flow. Teatgr rolling ability of cubes induces a
slight increase in the number of collisions in gigion zone (2) that limites the reduction of
the energy dissipated by friction at the base eftthnsition zone.
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However, the total amount of energy dissipated ashezone seems not be significantly
affected by the aspect ratio of the blocks usetle dollisional dissipated energy during the
rolling of cubes on the stop zone is higher thanftlttional dissipated one during the sliding
of the bricks on the same zone due to the chozkrwvafe,” andp, and explain the longer
runout distance for the reference release withkbric

For the chosen contact parameters, and despitquat @mount of energy dissipated in each
zone, both deposits have significant differencablét3). A cubic shape leads to a smaller
deposit length and runout distance, and a largposiewidth despite, a larger spreading of
the isolated particles. The manner the energyssighted, by friction or by collisions, has
strong consequences on the efficiency of the ntags $he scattering of the isolated cubes is
also a consequence to the greater rolling abifigubes compared to bricks.

Table 3. Main characteristics of the deposits feleases of bricks and cubes on flat slope,
and bricks on hilly slope.

Rm) L(m) WM dcm(®) Pap ()

Bricks on flat slope 084 091 1.37 31.5 40.1
Cubes on flat slope 0.76 0.84 1.40 32.3 40.2
Bricks on hilly slope 0.48 0.81 1.48 36.0 455

The block-sized ripples play a crucial role on grepagation slope (Fig. 5a and 5c). In
particular the runout distance is clearly shortee do more dissipated energy in the bumpy
slope (Table 3). The energy loss is incrementeithenslope by an increase of collisions and
friction between the blocks, due to undulationstultsance, and allows higher relative
velocities between the blocks, both in tangentiad aormal contact directions (Fig 6). The
particle friction is more potent in the flowing nsagarticularly in the zone 1 (Fig 5c).

Since nearly 75% of the energy has been lost befedransition zone, the dissipation is
lower in this zone and it is mainly the interpadidriction that has been reduced that makes
the transition smoother. The runout distance isllemaith a bumpy slope, but the isolated
blocks go further. Considering that a single frdeck in a real rockfall can cause
considerable damage it is of importance.

Velocity (m/s)

Figure 6. Lateral view of the particle velocitiexs after the mass crossed the transition for
the reference simulation (a), cubes on flat sldped bricks on hilly slope (c).
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SMOOTHNESS OF A TRANSITION

The role of the regularity of the gradient in theniition is regarded by varying the radiis

of an added curvature tangent to both slopes (€ig¥he amounts of energy dissipated are
computed as the wolW by unit of length of the normal or tangential fesc- subscripted by

n or t respectively, with the support or in-between thetiples — superscripted BS or BB
respectively. The total energy lost by collisio,{> and Wi, Fig 7a and 7c) clearly
vanishes in the transition zone as the radius as@®, as it makes the transition smoother. For
regular slopes and smooth transitional zones, titengial energy was dissipated only by
friction at the base of the granular flow, considgrfrictional parameter greater between

blocks than the one between slope and blocks.
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Figure 7.Dissipated energy around the transition for the te®d radii of curvature Rc. (a)
brick-brick collisions, (b) brick-brick friction,d) brick-support collisions, (d) brick-support
friction. Insets plots (a) to (c) : energy cumuthta the entire test as a function of the radius

Rc. Inset plot (d) : excessive basal frictional eyeaused by the centripetal acceleration.
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The total loss of energy dissipation by block-bldgktion (W2, Fig. 7b) declines wheRc

is increased.The peak of energy of dissipationrigyién at the base (Fig. 7d) declines but is
activated for a longer time. Moreover, the basatibnal energy loss does not vanish apart
from the transition zone where the density of wal® stabilizes at nearly 120 J/m.
Considering constant level of frictional dissipati@ong the slope, the excess in dissipation is
attributed to the centripetal acceleration amptifythe force normal to the curvature surface,
and thus magnifying the friction force thresholdr@isingly, the total amount of energy due
to the centripetal acceleration and dissipatedrigyidn of particles on the support, (inset of
Fig. 7d), first begins to increase witk: and saturates frorR: = 0.2 m to a value of the
density of workW®® at nearly 120 J/m. The initial increase might kglained by a larger flat
surface where the particles acquire a better oppibytto slip asRc increases. The saturation
of dissipated energy to a constant value, lessoolsvio understand, can be explained : the
curved surface scales wil: multiplied by the slope angle, while the gain in the friction
force threshold scales witftRc. The friction of a patrticle sliding from the beging to the
end of the curvature dissipates thus an energysttaés withua, without dependence dR:
(see Fig. 8 showing the increase of the propagdeagth of the mass cent&cy). The
stabilization is reach froR: = 0.2 m corresponding to the situation where théigdas have
the possibility to remain in sliding contact witketentire curvature.

CONCLUSIONS

The influence of the geometrical parameters affigctlissipated energy in collisional and

frictional modes within a granular flow has beendsd by using the discrete element
method. The relevance of the numerical model wasqr by comparisons with small scale
laboratory experiments. A particular attention wasgd for taking account of realistic shapes
of blocks and to well reproduce the dissipative namisms acting within the granular mass or
at the base of the flow. The contact parameter® wétained by back analysis of a set of
launch of single particles and the numerical mada$s successfully validated by laboratory
experiments involving an assembly of small bridksving down to an inclined plane. Then,

the numerical model was used to investigate theente of geometrical parameters on the
dissipative modes involved during the flow.

Main conclusions are :

-aspect ratio of the particles does not affect sahrthe runout and the position of the deposit.
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-particle shape strongly changes energy dissipaggd: cubes, more likely to roll than to slip,
promote collisional dissipative mechanisms, askisradlow more friction dissipation.
-dispersion of cubes is more spreading due to th#ing ability.

-bumpy terrain strongly disturbed the particle flowe to increased friction and number of
collisions within the flow. The runout of the degiogsas smaller than with a flat slope.
-bumpy terrain affects the flow regime, generairgjrong vertical velocity gradient.

-number and distance of ejected particles (pertif@anthe zoning process of rockfall hazard)
are also increased.

-regular transition zone mostly dissipate the epérgbasal friction.

-the transition zone is subject to an increaseiatidn forces at the base of the flow due to the
centripetal acceleration.

-the energy dissipation saturate after a criticaue of to the slope radius transition: the
granular flow is strongly disturbed (collisions amdation of particles) only for small values.
The amount of the dissipated energy by collisiond &iction within the granular flow
increases with the bending radius leading to aedeser of the runout distance.

The geometric parameters have a great influenctherkinematics of the flow and on the
dissipative energy modes (by friction or collisiprasd the results obtained in the present
study are highly dependent on the values of théacbmparameters chosen. Nevertheless, the
energy dissipation modes are correctly depictece dé@rivation of fluid-like models, well
used in the engineering of rock (Hungr, 1995; ogll 1955; Mangeney-Castelnau et al.,
2003; Pirulli & Mangeney, 2008 may be improved bg tesults in their behavior law.
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ABSTRACT

In the following study, the development of a codeG++ has
been made using the Material Point Method (MPMe MPM
is generalized using a variational form and a Re@®alerkin
discretization scheme. It is an alternative to mdshsuch as the
Discrete Element Method. It allows the modelingcohtinuum
media undergoing large deformations. It is theefarsuitable
approach to landslides, as well as providing rathawx
calculation times. In this study, detailed steps@iv the MPM
works are presented, as well as some enhancemamstal the
code using previous improvements related to the DEbme
tests were performed in order to show how the mbdéhves
in different situations. Validation of one of thests is done.
Finally, some of the perspectives are providedwshg that
there is scope for improvement.

INTRODUCTION

The prediction of the geotechnical behavior of dtrites constitutes a major field in

geotechnics. The Finite Element Method (FEM) is ohéhe most popular methods used to
model different types of geotechnical problemsclisrent stage of development permits the
geotechnical field model geotechnical structureghvanough reliability to be used as a
numerical tool. One of its advantages, as othemtimoous methods, is its small

computational cost when compared with other methdisertheless, it has shown some
complications when large deformation takes pladee®the fact that the background grid

used to make calculations deforms with as the bdefprms, periodical remeshing is

necessary to avoid mesh entanglement. This methibali$ not appropriate when dealing with
bodies undergoing large deformations.

Another method currently used in the field of gebtacs is the Discrete Element Method
(DEM). This method is able to model the granulalesghysics of bodies. Particles are not
linked to a mesh, therefore avoiding complicatigmesented by the FEM when handling
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large deformations. However, this method is comatomally very costly even though
computational techniques such as parallel procgsamong others, are currently being used.
This limits for instance the number of particledieh in the case of large scale gravitational
phenomena is not appropriate.

Continuous models are widely used in the engingefigld due to their “ease-of-use” and
small computational times. Hence, a continuous amaghfree, or at least partially free,
approach is required. The Material Point Method KMIRSulsky et al., 1994), a Particle-in-
Cell (PIC) numerical technique, has been largedus the field of fluid mechanics. It is
able to model history dependent materials such igslyhdistorted fluids. This method
interpolates information between a background gfillerian) and material points
(Lagrangian) that store information. In this case mesh is not linked to the points during
the simulation. Instead, the grid nodes stay insidu@e initial position, and are used only to
make the required calculations, since the matpoaits carry the information. Given the fact
that the material points follow a Lagrangian staite,is possible to represent large
deformations such as that achieved during avalanche

THE MATERIAL POINT METHOD

The material point method is a numerical methodther solution of problems in continuum
mechanics, in which large deformations can be aptished.

This method solves the variational form of the @wation of momentum by discretizing the
continuum into material points. Since the mass mesnanchanged during the computation,
the conservation of mass is also satisfied. A bemkyd grid is then used to project the
information carried by the material points and sollie equations of motion. The solutions
found in the mesh are used to update the informatemtained in the material points. This
interpolation/extrapolation between the mesh arel rttaterial points is done using shape
functions.

Background Grid

In the FEM, body fixed meshes have accuracy probletmen undergoing large deformations
due to mesh distortion, which in the end requimaeaghing. In the MPM a discretization in
points takes place, thus avoiding a body fixed mé&stis makes it suitable to approach
landslide problems, which is our main aim.

This method provides interpolation between the gnd the Lagrangian points by means of
shape functions. The grid properties are then rasdie end of each step, thus keeping the
updated solutions in the material points. During ithterpolation between material points and
grid total mass and momentum are conserved. Thke igrthus a temporary place where
calculations are done, with the main purpose obihgl the material points make the
necessary calculations to achieve the solutiond®aragen & Kober, 2004). As said before
interpolation and extrapolation between the grid #e material points are made by means of
shape functions. The type of shape functions usethrshas been four node quadrangular
elements.

A structured grid was used because of its grea ®akbcate the material points. In the MPM,
the material points (so called particles in théofwlng) are supposed to contribute to the four
nodes surrounding it, in the 2D case. In this chgaysing the actual position of the material
point and by the use of equation (1), it is posstbllocate a reference node to which the four
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corresponding nodes are linked. This prevents as flooping over the nodes that are not
related to the current position of the materiahp@Buzzi et al., 2008).

A, — X : — .
n, = trunc (ﬂ) + trunc (M) N, 1)
Ax Ay

Here, x,,;, andy,,,, refer to the minimum grid nodes coordinatesandy, are the position

THin
coordinates of the material pointy, is the number of nodes in the x direction, anoand
Ay are the regular spacing of nodes in the x and gction respectively. Once located,

corresponding shape functions related to the cummaterial point are calculated, to then
carry out the extrapolation.

Computing strain by means of velocity

Once the interpolation of mass and momentum frontena points to the grid nodes has
been done, or in other terms, the grid has bedialined, we proceed with the calculation of
the strain in the material points using the velesitin the nodes by means of a volume
weighted average over each particle. In equatiom foreads:

1 . dN
Ag, = At E“E [v“I@GW + GM,@vﬂ) where G,,, is “fdp (2)
The corresponding stresses are computed accdalangappropriate constitutive relation.

Constitutive Equation

In order to represent the mechanical behavior efcintinuum, plane strain and plane stress
elasticity were used as means of representingnitiali(elastic) behavior of the continuum.
After imposing an appropriate yield criterion, ttmodel was able to reproduce the expected
plastic behavior.

In the code, Von Mises criterion was used in orttermake a first approach to plastic
behavior. A Mohr-Coulomb criterion was then usedrtodel in a more reasonable way the
plastic behavior of geomaterials such as rocks aoids. In order to make plasticity
computations, we need to take into account theovioflg fundamental concepts: yield
criterion, the flow rule describing the relatiorghbetween stresses and strains once the
material has gone plastic, and the consistency itondwhich prevents stresses from
exceeding the yield limit (Krabbenhgft, 2002).

In computational plasticity, the procedure undestakconsists in applying small load

increments (in order to approach in a very cautimasner to the yield surface) and therefore
obtaining respective strain increments. At somenpduring the load increment, the stress
state will be outside of the yield surface. As iasvmentioned before, this region is
inadmissible and thus we need to find out soluti@nmake it return to the surface. Various
ways exist to deal with this type of problem. Origh® most common, the return algorithm,
was used in the model to make the correction.
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The Von Mises Criterion is one of the criteria usedar in the code in order to predict plastic
behavior. It uses the return algorithm explainedvaltto ensure stresses are always inside the
yield surface. This criterion assumes that yielduos once the second invariant of the
deviatoric stresy, reaches a critical value (Jaeger et al., 2009)s Vield surface doesn't

vary along the principal stress space diagonak Eha valid assumption for metals, but in the
case of geomaterials, where the yield stress iseseavith increasing normal stress, is not
valid.

The Mohr-Coulomb criterion was therefore chose asiitable criterion to model in a more

realistic way the behavior of rocks since it tak&® account that the yield stress increases
when the normal stress is increased. In our chiectiterion is an appropriate first approach
to model the mechanical behavior of landslidesnilist be noted that the return algorithm

explained above is also used to fulfill the yielshdition, and in this case since the Mohr-

Coulomb criterion is linear, only one step is neeeg to return if the plastic potential is also

linear. Given the fact that the Mohr-Coulomb citar has certain regions such as

intersections between planes which create linesven points, care was taken in order to
return to the appropriate region on the yield stgféollowing the method proposed by

Clausen et al. (2007).

Linear yield criteria in principal stresses areuailized as planes in principal stress state.
These planes intersect in lines and point, thusgithree possible types of stress return:

* Return to a yield plane.
* Return to a line when two yield planes intersect.
* Return to a point when three or more yield planésrsect.

Forces

Three types of forces are computed in the algoritRirst, we calculate the internal forces,
which are obtained from the stresses using theviatig equation:

Af,, :ZVPUF "Gy (3)
»
WhereV,, refers to the volume discretized in each mat@aoaht.
Then we proceed to calculate the external foraelspdy forces, as follows:

Afs = mybyS,, @
B

And finally, we proceed to compute the forces edatio the boundary conditions in both the
normal and tangential direction.

In the case of the boundary conditions, variousitgsmis can be found in the literature. At
first, the algorithm would manage the boundary doors by initially setting to zero the
values of momentum once the grid point belonginthtoboundary was reached. That is, as
soon as it was part of the grid points that weedus the interpolation. The same procedure
of zeroing was used for the rate of momentum. Stheematerial point uses the four grid
points around it to complete its necessary calmrai some problems regarding contact
arose. The grid point would not allow the matepaint to go any further and thus, it would
model the contact before it actually happened.
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A second procedure borrowed from the discrete edemethod (DEM) (Banton et al., 2009)
was used. In this procedure the boundary is modedea reacting normal force following an
elastic law. It has two different stiffness valugspending on whether the material point
contact is loading or unloading (Figure 1). Theueabf the normal force will also depend on
how much overlap is achieved. This is clearly edato the time step value. The two
equations modeling the boundary (Richefeu et2012) are:

kiah -n  ifh, =0
Af, = 5)

k_Ah,-n otherwise

Figure 1: Normal force-displacement relation (Malket al., 2011)
Wherek, k; andh, are the loading stiffness coefficient, the unlogdstiffness coefficient
and the overlap respectively.
Given the fact that two different stiffness coa#fitts are taken into account, a minimalistic
dissipation method is easily introduced by reduc¢hegvalue oft. In that case, it's possible
to find the dissipation rate in the normal direotas:

k
€n = 1+ (6)

In the case of tangential direction an incremelatalwas also applied. Borrowing the friction
law (Richefeu et al., 2012), where a foitas applied in the tangent direction opposite ® th
sliding direction, the friction force is incremeltyaupdated by use of the relative tangential
displacementh, in the sliding direction. A maximum value for ttengential force is set by
using the coefficient of friction and the normarde (Figure 2). The equations governing
friction are:

t
f, = min stﬂhs  uf, (7)
tg
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Figure 2: Tangential force-displacement relatiorckigfeu et al., 2012)
Momentum
Once all the forces affecting the system have loedculated, taking into account that the
forces related to the boundary condition belonthtoexternal forces, we proceed to find the
rate of momentum in each node as:

a,.=fo-fi (8)

Once it has been found, it is possible to integitaéed thus find the respective increment of
momentum as follows:

Ag, = q,At ©)

Position and Velocity Update

After having done all the previous steps, and hgfmund the momentum in the nodes for the
current step, it is possible to finally update gusitions and velocities of the material points.
In order to achieve that, we must extrapolate kheksolution of momentum and rate of
momentum back to the material points. We use thghted approach using shape functions
as explained earlier:

s
Ax, = At OnpTn (10)
mﬂ-
s ¢
Av, = At ZnpTn (11)
m‘l‘l
Visualization

Since we discretize the continuum into materiahfmiwhich in the end is what carries the
position and velocity among other relevant inforimat it is then appropriate to represent
each one of these points as the volume it diseetiBy doing this, it is possible to see the
continuum rather than points interacting with eatiter.
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In order to achieve this, we make use of the dedtion gradient tensor, related to each
particle, on each one of the corners of the dismdtvolume. This deformation gradient
tensor is easily found since velocities are congbatieeach step. The procedure is explained
in Andersen & Andersen ( 2012). An extra elemeittesl in order to improve visualization is
called splitting. This technique refers to spligtithe elements belonging to a particular
material point into two, once any value of its defation gradient tensor achieves a large
value. With the use of this technique, resolutidbthe continuum is improved, also avoiding
badly deformed (needle-shaped) elements.

RESULTS

Collapsing Soil Column

The first set of results was obtained once the mads able to make plastic computations
using the Mohr-Coulomb criterion. It was then pbksito make a first validation by

comparing our results with those obtained by Angler& Andersen (2009). Our simulation
is shown on the left, while Andersen’s is on tlghti

-1.56405 -

156405 - 0 1 [ 14 20
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Block of soil with elastic wall

The second test performed by the code was a blbskibsimulating a very instable mass,
next to a very rigid wall in this case being theibdary condition. An elastic block recreating
in a very simple manner a retaining wall has beghim order to see the way it affects the
flowing mass. The magnitude of the velocity veasoshown in the simulation in m/s.

0.00183 0.00183

Block of soil on slope

In this last test performed, a block of soil foliogy the Mohr-Coulomb criterion is put in a
slope in order to make our first approach to a $tidd modeling. In this case, is must be
noted that an irregular grid is used in order todeldhe slope. It must also be taken into
account that a second grid was included in thig,cstsowing that the possibilities are endless
in terms of mesh shape.

This first approach to landslides on slopes has besn validated yet, but shows very
promising results, since the results show an expidathavior of the mass.
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PERSPECTIVES

Since the code is still being developed, thereogr for improvement. Improvements to be
developed include constitutive laws for dynamicwflof geomaterials. It is a major
improvement since the current constitutive law Bbewused for geomaterials is Mohr-
Coulomb. It is able to model quasi-static flowst lius definitely not the best approach for
dynamic flow. Another major improvement currentlyder development is the introduction
of 3D. With the introduction of 3D models, it wilk possible to make much more appropriate
simulations, as well as to compare with current DEdels. This will allow us to validate
our code as well as to see how big the influencin@fparameters is in order to have similar
types of simulations.

One important objective is the possibility to cédéta slope stability slopes reinforced with
piles. Currently the interaction between piles araling soil is not very well known, leading
to overdimensioning in some cases. The determmatfostress solicitations acting on piles
will allow a better dimensioning of piles, whichdarrently done empirically in most cases.
As for some other improvements, different typesaitact laws shall be introduced. Current
developments in discrete models will be used tdifjushose that will be used in our
continuous model. Also, different types of consive relations such as viscoelasticity and
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viscoplasticity, among others, will be introducegling us the possibility to model new
behaviors.

CONCLUSIONS

The Material Point Method has proved useful in otdanodel continuum media subjected to
large deformations. It reduces drastically the wWalion time when compared with the
Discrete Element Method. Some of the results obthimere validated using results presented
by other authors. Stresses and positions were sierjar which gives us some confidence
about the model. Other results are presented, sigoavbehavior that is to be expected in the
modeling of landslides. Within the model it mustrmsed that different types of dissipation
methods exist such as friction with the surfacemab force exerted by the boundary, and
plasticity. The fact that the friction between {eds controlled by a constant parameter in
DEM, and not by a yield surface as is the case RiMMcan surely yield different types of
dissipation in both methods. This is somethingotuklinto once comparisons between MPM
and DEM simulations take place.
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ABSTRACT

The paper offers a partial overview of what happgetee the
Yade-DEM code since the last reports of the “Discielement
group” of Grenoble (2008). The project has matured
considerably. It is now truly international. It has stable
codebase and a large community of users. It prevaleich
toolbox for discrete element modeling, applied &ésearchers in
different fields of science. The code has proveddaoa robust
and flexible foundation for developing innovativeinmerical
methods. It is being extended continuously, inaa@siways and
by different research groups. Some recent develofsone at
3SR lab. are outlined, especially those in relatotihh micro-
scale simulations of multiphase problems.

1. INTRODUCTION

Prof. Frédéric Victor Donzé was organizing anneglorts of the “Discrete Element Group for
Hazard Mitigation” from 2004 to 2088These reports were good places to discuss ngt onl
results obtained with the discrete element methaiEM) but also progresses of the open-
source code Yade (dedicated to DEM, and initiatedeu the supervision F. Donzé). The
present annual report is in a sense a descenddahos¢ annual reports, now reflecting the
activities of a larger group — for good. It is ateal opportunity for another progress report
regarding Yade. It will partly and quickly fill gapbetween 2008 and now (section 2). Some
features and perspectives of Yade in the presatd 8till be discussed (section 3). The last
part is more focused on the research of the authprpvides a synthetic view of the solid-
fluid coupling models developed in the last yeaec(ion 4).

2. SHORT HISTORY

The project of an open-source code for DEM has @gated by F.V. Donzé for two main
reasons:

° http://people.3sr-grenoble.fr/users/fdonze/Diserelement_Group_FVD.html
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- an increasing demand for developing (that is,amby “using”) new DEM models, but
- a very limited support locally for developing am@intaining computer codes.

Hence, the idea of stopping Donze's in-house c&I2EC” and to start a more ambitious
project which could gather more manpower from défg research institutions. Surely, one
has to be as optimistic as Frédéric to believe ¢hah an idea has more than a 1% chance of
success. Retrospectively, it sounds like a messagethrown away bottle. Even worst, the
actual message in the bottle was “look, my projeambitious but there is no manpower.
Come join us, there is a lot of work and no immediasults expected”. After all, 98% of the
open-source projects are dead after one year dnlit(not counting those projects which
never even reach any public repository). It way Vikely to fail. Apparently it did not. There
may be rational factors to explain that. Namely,p&@-source projects flourish when
developers are also users of the softwargfet a good part of luck is not to be excluded.

0

gneasured 02/2015)

2008 2009 2010 2011 2012 2013 2014 2015
Figure 1. Citations per year in scientific pap¥r

Lines of code 74,384
Languages C++ 62%, Python 34%, other 4%
License GPL-2.0
Commits 4752
Contributors 42
Cost estimate 18 person-years, $1,006,365

(basic COCOMO Modéf)

Table 1 Facts and figures (January 2015)

Olivier Galizzi and Janek Koziciki started the @ajfrom scratch in 2004. Galizzi commited
the first versioned code in january 260and left the project (and his PhD work) one year

Ohttp://redmonk.com/d berkholz/2014/05/02/github-laage-trends-and-the-fragmenting-
landscape/#ixzz30wEqgsUif
Yhttp://www.pbs.org/idealab/2013/08/6-things-to-knalaout-successful-open-source-software
Yhitp://scholar.google.fr/citations?user=hZB8GGcAARI=en
Bhttp://en.wikipedia.org/wiki/ COCOMO
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later. In 2006 some key ideas of the design weready firmly established (as found in
Kozicki and Donzé 2009), but Yade was still farnfra ready-to-use software. The main
deficiencies were reported by Smilauer (2006). Soal's paper was in fact announcing the
main steps that were effectively taken in the rieut years, mainly by Smilauer himself or
under his expert guidance (two of them appear aticge 3). This evolution came through an
almost complete refactoring of the code, which akeady quite large and growing at that
time. Conducting the infrastructural changes withdweaking the superstructure (i.e.
mechanical models) needed considerable time anart®fflt did not happen without
significant removal (orcleaning of less used or unmaintained parts of the program
occasionally triggering hot debates between theldgers. Two years after this big plan had
been set up, the deep changes were only startingatth that part of the iceberg visible to
ordinary humans, as suggested by the title of éélast paper about Yade from the Discrete
Element Group (Duriez 2008).

@

Figure 2. Number of contributors to the source code pertim@after BlackDuck
OpenHUB®)

It needed another two years - or almost - to codatd them and to make them really useful
for the average user. In the meantime, anothermségp had been prepared by Anton Gladky
(TU Freiberg): packaging. In other words: integratthe code in standard linux distributions
in the form of binary libraries. It enabled runnilfEM simulations without the need to
compile the code. Yade thus became one of thoseaels that one finds on the shelf after
installing a linux system. It made using Yade eeanier, and it helped to keep compatibility
with ever-changing operating systems (keeping caimipty is still a serious amount of
work, tackled efficiently by Gladky until now).

While all this was happening, research®rghere still working on physics models and post-
processing methods, enabling progressively thelaiion of a large variety of situations. The
advances on both sides led a growing audience ¢ptadade for DEM simulations in
research. This is assessed by the increasing nuohlogations per year (fig. 1, mainly cited
by papers reporting works done with Yade). The nemdb developers has been also growing
steadily (fig. 2).

In late 2011, Smilauer started the project Woo-Dihtially a fork of Yade-DEM) in relation
with consulting activities in DEM. The author has been coordinating the Yade prsjace
then.

Yhttp://bazaar.launchpad.net/~yade-pkag/yade/qitkifiles/1
Phttps://www.openhub.net/p/yade

¥ncluding the author and students he was superyizin
Yhttp://woodem.eu/
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3. SOME CHANGES BETWEEN 2009 AND 2015

In this part some important changes since 200¢@renented. More details can be found in
the PhD thesis of Smilauer (2010) or in Yade's duentation (Smilauer et al. 2010, based on
the PhD thesis for a large part).

3.1. BYE BYE I/O FILES, HELLO INTERACTIVE
PROGRAMMING

Many computer codes for numerical simulation in by are based on input data files, first
read by a pre-processor or directly by a solvening the mathematical steps. In turns, the
solver will write the results in output files (lorpts of numbers, typically). Eventually, a
post-processor would be used to convert the odtjmst to graphical representations. Yade
pre-2010 was not an exception to this good old “il@s” paradigm (Duriez 2008). The
average user had to code a simulation scenarioGraclass (inheriting form the generic
PreProcessoclass), recompile the code, then run simulatiorth #iis pre-processor. It was
possible to change some input parameters of thelaiion without recompiling (through
input files or graphical interfaces), but every -precessor would run the same scenario
forever. A graphical user interface (GUI) was givihe feeling of interactivity, but practically
it was only providing to the user the option of ¢istepping forward or not (fig. 3). A
consequence of this workflow was that one had tcalble to write some C++ code and
compile it before performing any DEM simulation. i¥his way above the standard
requirements for doing a PhD in physics and medsarvoreover - as for every software
rooted in the I/O files approach - defining comp#tuations with different loading steps and
conditional transitions between them was tedioumifimpossible.

YADE 2005-2009 YADE 2015

~— fs(—} scripting

parallelization o

a variety of physics model

Adaptation libre de « Bicycle evolution-fr » par Al2,
Translation by Berrucomons — Travail personnel. Sous licence CC BY 3.0 via Wikimedia Commons

Figure 3. A simplified view of the evolution of Yade ovdre years.

Integrating the Python language in Yade for comnrandnd scripting (de facto turning Yade
into a Python module) changed this picture completewas maybe the most brilliant step
taken by Smilauer. Nowadays, Python is to Yade Whattab™ is to Comsol Multiphysics':

a powerful programming language with a large setnathematical and graphical libraries,
commanding a more specialized solver interactivelyser can play with particles, add/delete
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them, change the velocity of an object or a boundaindition, and get an immediate
feedback. Graphical representations of the relultaigh dynamic graphs, 3D views or color
maps can be generated on the fly. It thus enablesntimerical experimentsan invaluable
method for prototyping numerical models and, simfady understanding complex mechanical
systems. The users need only a basic knowledggtio® programming, which is much less
demanding than C++ and does not require compilitiblwoking backward gives the feeling
that the old PreProcessor cfdssvas implying the same level of awkwardness than
recompiling Comsol Mutliphysics for solving a diféat boundary value problem with FEM.

3.2. COUPLING CODES

Interactive programming is not the sole advantdgbePython interface. Another one is that
it enables the efficient resolution of coupled peofis using partitioned schemes, by
combining specialized solvers. Using state-of-titesmlvers developed independently is
indeed becoming a method choice in computer sinoust It does not require one to re-
implement everything in a single all-singing-allrdang code (which would result, typically,
in sub-optimal versions of every part and unmaighie framework in the long run with
limited manpower). In this context a communicathim@iween the codes is required., but the
naive approach of communicating through data fdet® be avoided. It would be an efficient
performance killer (as well as a hard-drive killéfyith a higher level command language
such as Python, data exchanges can go throughmemory easily. Exchanges are even
avoided sometimes, when the same memory can bedsbgrmultiple codes. This method
can combine programs written in different languagélout problems, Fortran, C and C++
typically.Practical examples of code couplings gs¥iade (fig. 4) include multi-domain and
multi-scale DEM-FEM couplings (Stransky and Jira2Kd2, Guo and Zhao 2014), DEM-
CFD coupling based on Open Foam (Chen et al. 20ri-house fluid model (Maurin et al.
2013), DEM-DNS coupling (Yade-Yale€2 currently implemented by Deepak
Kunhappaf?). A general coupling framework has been proposgdian Stransky (Stransky
2014).

8python scripts are actually compiled, but it isdgd away from the user.

®The PreProcessor class is in fact still presetitércode and ready to be used, but nobody usedtieirecent
years.

http://www.coria-cfd.fr/index.php/YALES2

ZIPhD of Univ. Grenoble Alpes, "Numerical modellinftbe mechanical behaviour of cellulose fibers ftui
flow" , work in progress.
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trans. zone
DEM contribution

FEM contribution

(a)

Macro continuum (BVP)
e Material point

(AN B
H or Gauss point
vl in FEM mesh

Apply deformation
DEM solver

(d)

Figure 4. Examples of code couplings. (a) and (b) multidonkEM-DEM (Stransky 2012),
(c) multiscale FEM-DEM (Guo 2014), (d) DEM-CFD (Gh2011, fluidized bed), (e) a
general framework (Stransky 2014).
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3.3. PARALLELIZATION

Parallelization and performance have been subjefctsontinuous brainstorming over the
years (Smilauer 2007, Jakob 2012, Thoeni 2013{£2014, Chareyre 2014, Smilauer 2014)
even though flexibility has been the primary objexif the design. Smilauer accomplished
the shared memory parallelization of important b@mainly contacts update and newton
integration) using OpenMP. After parallelization thie last non-parallel section (collision
detectiod®) by the author, the code was fully OpenMP parakel. The shared memory
approach was, of all possible strategies, the stasee implement. It can improve the
performances by factors up to 7 or 8 for typieaé problems on multicore systems (Eulitz
2014). It does not benefit further from large actustthough. This is probably where Yade
under-performs some of the other DEM cSde®ne cure is known: domain decomposition
for taking advantage of distributed memory systeflBl), possibly nesting OpenMP
parallelism. Clearly, the lack of manpower is tkason why it did not happen yet. Besides,
experiments on many-core computers are still to peeformed (Intel's Xeon-Phi co-
processors) ; again the man-hours involved in timapilation and the tuning/benchmarking
steps is the limiting factor.

4.  MULTIPHASE PROBLEMS AT THE MICROSCALE

Numerical models of multiphase granular materials loe obtained by coupling a DEM code
with other codes dedicated to fluid dynamics (saxtien 3.2). This is of course only possible
when coupling relatively conventional methods, fenich computer codes are available
(mainly FEM, CFD, SPH, LBM). When developping lessnventional methods and/or

couplings, one has — of course — to implementhe @evelopment framework of Yade-DEM

has prooved to be an efficient basis for such t@lcourse, it provides a ready-to-use DEM
library, but it also favors efficient programmingroaugh python binding (with a support

framework including a set of C++ macro for bindinghd inline documentation. Among

others, the author pushed developments of this, kand they are now available as part of
Yade.

4.1. ONE PHASE FLOW AT THE PORE SCALE (DEM-PFV)

The pore-scale approach of fluid flow in porous radthe so-calleghore-networkmodeling)
has been applied to sphere packings and extenddefdomable media (Chareyre et al. 2012,
Catalano et al. 2014). The numerical scheme —a¢8IEM-PFV — is formaly a special case of
ALE methods, where the mesh of the fluid problertofes the movements of the solid
particles. Mathematicaly, the problem to be solveda discrete analog of the coupled
equations of poromechanics. Initially written fdricly incompressible fluids, it has been
later extended to compressible flow for applicatido seabed sediments (Scholtes et al.
2015). A rheological property of saturated matsriahich does not result simply from the
equations of poromechanics is the bulk viscosigniB Marzougui showed that this property
can be recovered by complementing the poromecHharooaling with short range lubrication
forces (Marzougui et al. 2015a/2015b). These d@estents are done in cooperation with the
MEIGE group at lab. LEGI. They are fully integratedYade-DEM thus providing a unique

Zhttps://yade-dem.org/wiki/Colliders_performace
Zsuch as Esystps://launchpad.net/esys-partjlthough no direct benchmarks comparing the twdesare
available — unfortunately
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tool for applications to various coupled processe® also Papachristos et al. 2015, and in
this volume Toraldo et al. 2015, Tejada et al. 204lbaba et al. 2015, Aboul Hosn et al.
2015).

Laplace equation:  Au=u —u =cC
Axisymmetry leads toa 1D ODE: C = f(y,y',y")

y(x) the interface profile

Figure 7. Trapped wetting phase at the end of a simulataithage (Yuan et al. 2014).

4.2. TWO PHASE PROBLEMS

There has been a number of applications of the DiENhsaturated materials in the pendular
regime in recent years, following Jiang et al. 20P8) and Richefeu et al. 2006 (3D) (see a
comparison of various models in Gladkyy and Rudi@&14)). The first implementation in
Yade is due to Luc Scholtes (Scholtes et al. 208®)enriched version of this model is being
implemented by Caroline Chalak for an accuraterdetation of interfacial areas (Chalak et
al. 2014, Chalak et al. 2015 — in this volume).

The pendular regime is the only case in in whickeai-analytical treatment of Young-
Laplace equation is tracktable (fig. 6). In orderapproach the full range of saturation,
including dynamic regimes in two phase flow, recéaetelopments aims at generalizing the
DEM-PFV method for two phases (Yuan et al. 2014¢ifam et al. 2014, see fig. 7), with
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local jump conditions between phases during drahadpibition events. This a challenging
problem, and there is still quite a lot of braimetong ahead of us. Fortunately, we can count
on close cooperations with acknowledged experténat. of Utrecht (Majid S. Hassanizadeh
and Ehsan Nikooee / Hydrology Group), advanced raxgatal techniques there and locally
at 3SR (Kaddhour et al. 2013), and through Yade pghdect numerical platform for
implementation and dissemination. No excuse tqnogress.

ACKNOWLEDGEMENTS

The author wants to thank past and present devslagfeYade-DEM for their invaluable
contributions, enthusiasm, and professional comemntmo provide an efficient tool for
DEMing in research and industry, and the Yade conityuas a whole for feedback,
guestions, and discussions on the mailing listseysers@lists.launchpad.net and yade-
dev@lists.launchpad.net. Project hosting by Lauadrgnd GitHub is greatly appreciated, as
well as technical support by Rémi Cailletaud (3SRgenoble). Let us not forget the
developers of the many third-party libraries usgdéade.

The author wants to acknowledge the support of GalenINP for starting the research on
hydromechanical coupling (BQR 2008 — PhD of E. @ata), of the ministry of Ecology
Sustainable Development and Energy through proéadrofond” (C2D2 program / RGCU),
and of the ITN Mumolade (EC FP7).

307



REFERENCES

Aboul Hosn, R. Sibille, L. Chareyre, B. Benhamed(RD15), Description of the mechanical
degradation of soils subjected to an internal erosprocess by suffusion,
Geomechanics group annual report.

Albaba, A. Lambert, S. Nicot, F. Chareyre, B. (20I3EM simulation of dry granular flow
impacting a rigid wall, Geomechanics group annapbrt.

Catalano, E., Chareyre, B., Barthélémy, E. (20RYte-scale modeling of fluid-particles
interaction and emerging poromechanical effecteriational Journal for Numerical
and Analytical Methods in Geomechanics (38), p&fdes/1.

Chalak, C., Chareyre, B., Nikooee, E., Hassanizaddh & Darve, F. (2014) DEM
Simulations of Unsaturated Soils Interpreted in riv@ynamic Framework. In
ALERT Geomaterials Workshgm11.

Chalak, C., Chareyre, B., Darve, F. (2015), DEMuations of unsaturated soils interpreted
in a thermodynamic framework., Geomechanics grouqual report.

Chareyre, B. (2014). What happened to the inseddrhcolliderdn Booklet of the 1st YADE
WorkshopGrenoble 2014.

Chareyre, B., Cortis, A., Catalano, E., BarthéleBy(2012), Pore-scale modeling of viscous
flow and induced forces in dense sphere packingmsport in Porous Media (92),
pages 473-493.

Chen, F., Drumm, E., Guiochon G. (2011), Couplescmdite element and finite volume
solution of two classical soil mechanics proble@emputers and Geotechnics. DOI
10.1016/j.compgeo.2011.03.009

Duriez, J. (2008), Yade for the non-geeks, in AairiReport of Discrete Element Group for
Hazard Mitigation.

Eulitz, A. (2014). Performance benchmarking in Y.adeBooklet of the 1st YADE Workshop,
Grenoble 2014.

Gladkyy, A., Schwarze, R. (2014), Comparison offedént capillary bridge models for
application in the discrete element method. Grardkter, 16(6), 911-920.

Guo, N., & Zhao, J. (2014). A coupled FEM/DEM apgeb for hierarchical multiscale
modelling of granular medialnternational Journal for Numerical Methods in
Engineering99(11), 789-818.

Jakob, C. (2012)Comparison with PFC3Ponline content on the Yade-DEM website.
https://yade-dem.org/wiki/Comparisons_with_ PFC3D

Jiang, M. J., Leroueil, S., & Konrad, J. M. (200#)sight into shear strength functions of
unsaturated granulates by DEM analyses. ComputeisGeotechnics, 31(6), 473-
4809.

Kaddhour, G., Ando, E., Salager, S., BésuelleyRgiani, C., Hall, S., & Desrues, J. (2013).
Application of X-ray Tomography to the Charactetiza of Grain-Scale Mechanisms
in Sand. In Multiphysical Testing of Soils and Ssa(pp. 195-200). Springer Berlin
Heidelberg.

Kozicki, J., Donzé, F.V. (2009), Yade-open dem:open-source software using a discrete
element method to simulate granular material. BEsgyiimg Computations (26), pages
786-805.

Marzougui, D., Chareyre, B., Chauchat, J. (2015Wumerical simulations of dense
suspensions rheology using a DEM-Fluid coupled rhod&eomechanics group
annual report.

308



Marzougui, D., Chareyre, B., Chauchat, J. (2018&)roscopic origin of shear stress in dense
fluid-grain mixtures, Granular Matter (to appear).

Maurin, R., Chareyre, B., Chauchat, J., & Frey,(Z13). Discrete element modelling of
bedload transport. ITwo-pHase modElling for Sediment dynamlcs in Gesiphly
Flows (pp. 6-p).

Papachristos, E., Scholtés, L., Donzé, F.-V., GateB. Pourpak, H. Hydraulic fracturation
simulated by a 3D coupled HM-DEM model. (2015 afipear) inL3th International
ISRM Congress 20130 pages.

Richefeu, V., El Youssoufi, M. S., & Radjai, F. (B). Shear strength properties of wet
granular material®?hysical Review E/3(5), 051304.

Scholtes, L., Chareyre, B., Michallet, H., CatalaBg Marzougui, D. (2015), Modeling wave-
induced pore pressure and effective stress inrauraseabed. Continuum Mechanics
and Thermodynamics (27), pages 305-323.

Scholtés, L., Chareyre, B., Nicot, F., Darve, R0®), Micromechanics of granular materials
with capillary effects. International Journal ofdimeering Science (47), pages 64—75.

Stransky, J. (2014). OPEN SOURCE DEM-FEM COUPLING Booklet of the 1st YADE
WorkshopGrenoble 2014.

Stransky, J., Jirasek, M. (2012). OPEN SOURCE FEMYDCOUPLING. in Proc. 18th Int.
Conf. Engineering Mechanics, Pragues, 2012, pp/-1251.

Smilauer, V. (2007), The splendors and miseriegade design. in Annual Report of Discrete
Element Group for Hazard Mitigation.

Smilauer, V. (2014). DEM on GPlih Booklet of the 1st YADE Worksh@renoble 2014.

Smilauer, V. (2010), Cohesive particle model udimg discrete element method on the yade
platform. PhD thesis at Czech Technical UniversityPrague, Faculty of Civil
Engineering & Université Grenoble | — Joseph Fauieole doctorale I-MEP2.

Smilauer, V. Catalano, E. Chareyre, B. Dorofeer®o,Duriez, J. Gladky, A. Kozicki, J.
Modenese, C. Scholtes, L. Sibille, L. Stransky, Thoeni K. (2010), Yade
Documentation. The Yade Projedtittp://yade-dem.org/dox/

Sweijen, T., Hassanizadeh, M., and Chareyre B.4RO0Rore-scale modeling of swelling
porous media; application to superabsorbent polgmén XX. International
Conference on Computational Methods in Water RessyStuttgart, page 227.

Tejada, I.G., Sibille, L., Chareyre, B. (2015), kimechanical modeling of internal erosion
by suffusion in soils, Geomechanics group annyadnte

Thoeni, K. (2013).Performance tesbnline content on the Yade-DEM websitéips://yade-
dem.org/wiki/Performance Test

Toraldo, M., Chareyre, B., Sibille, L. (2015), Numeal modelling of the localized
fluidization in a saturated granular medium usihg toupled method DEM-PFV,
Geomechanics group annual report.

Yuan C., Chareyre, B., Darve, F. (2015), Pore-ssaheilations of two-phase flow in granular
materials, Geomechanics group annual report .

Yuan, C., Chareyre, B., and Darve F. (2014), Poatessimulations of drainage for two-phase
flow in dense sphere packings XX. International Conference on Computational
Methods in Water Resourgestuttgart, page 232.

309



310



Part Six: Earth construction

311



312



Adobe construction modeling by discrete
element method: first methodological steps

Dominique Daudorf%, Yannick Sieffert?, Osvaldo
Albarracin®, Lucas Garino Libardi®, Gustavo Navartd,

& Univ. Grenoble Alpes, 3SR, F-38000Grenoble, France
firsthname.name@3sr-grenoble.fr

IRPHa, Univ. San Juan- |. de la Roza y Meglioli? G5400.
San Juan, Argentina. osvaldo_albarracin@yahoo.com.a
IDIA, Univ. San Juan, Av. Gral. San Martin 1290 (@P
5400 - San Juan — Argentina. lgarino@unsj.edu.ar,
gnavarta@unsj.edu.ar.

ABSTRACT

Adobe constructions are used worldwide but esggcia
regions where transportation of constructing mactufed
materials or wood are costly like in Andean or o
Himalayan mountains. These regions are often veignsc and
this type of housing is very vulnerable. Howevegrnacular
architecture may be the way to more sustainabaisythermal,
acoustical property, and environmental impact risveas
gualities. But it suffers of less mechanical resise especially
to earthquake and do not have any codificationudfling rules
in the majority of the countries. In order to fihis gap,
numerical modeling is necessary. A few studiesnaagle with
the discrete elements method. The paper preseptimental
and DEM studies at a real scale and at a smak scairder to
valid the ability of DEM for modeling adobe housing

First published in 4th International ConferenceBuilding Resilience & 3rd Annual ANDROID Disasteesilience Network -Procedia
Economics and Finance, Volume 18, Pages 1-976 JZ088N: 2212-5671ttp://dx.doi.org/10.1016/S2212-5671(14)00937-X

INTRODUCTION

Adobe constructions

The adobe bricks have been used for about eleviéenmia. Adobe bricks are a sun-dried
earth bricks, and are one of the most used veraa@drth construction process such as
rammed earth, and quincha-baharaque walls. In EButbe onset of adobe architecture in the

24
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western basin Mediterranean has revealed the caityptd the origins that can be attributed
to a "phenomenon” that develops at the beginnindp®@firon Age (Chazelles 1995). It is the
testimony of the architecture of many centuries.

In European countries also, some vernacular aatbite are using earth construction and
the south of France near Toulouse is one of thedAreegion who still have some old farm in
adobe or mixt adobe cooked earth brick (fig 1).

In some South America’s cities , there are churadidhe 17eme in Adobe still in run but
the premises where relieved in 900 BC (Zegarra R00D these countries, the adobe
constructions are an old construction process {(@i2011) devoted now to quite poorest
places as types of construction are often linkedhsas South America and Himalaya, with
difficulties to build in some part of the world: Imgh mountain and less forested parts, highest
seismicity zones and generally arid regions.

As it is not cooked and stabilized the adobe briafes fragile and also susceptible to be
largely damaged by climatic events. To prevent aegtion they need to be highly maintained
and generally covered by earth, cement, and painted

&% earth building in the mundial patrimoine list

earth construction zone

Fig. 1:earth construction in the world with patrimonies UNESCO (adapted from
Gandreau & al 2010)

Characterization studies

Nowadays, the use of adobe is declining becauséhefabundance of manufactured
building material (Parra-Saldivar, Batty, 2006).n&0 recommendation guides for adobe
construction exists see Morales et al. (1993), Mi(&001), HIAEE (2004) et ASTM (2010)
and in Peru a building code is used (Waffer 2dd€)ause this material and auto-building
technic are really common and escape to the antadgieting and building lobbies. In 2010,
ASTM provides the first recommendations guide thmty be offers more legal future to
adobe constructions. In some country such as Airggerthis type of construction is prohibited
due to the seismic vulnerability. Two major earthkgs suck this country in 1861 in Mendoza
and in 1945 in San Juan’s. Nevertheless adoberoatisns still remain largely used by the
rural populations for tradition and/or financiaksens, and lot of vestiges exists in the Cuyo
region (Cirvini 2011).

Seismic behavior of adobe masonry
As said before, the regions where adobes are ths dueelling coincide with high seismic

regions. Large earth cities have been destroyetthanpast and in the recent time: Bam’s
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citadel in southeastern Iran was the largest adapduilt before his destruction by a seismic
event in 2003. The fortified town on the Silk Roads built in the first century BC. Listed as
UNESCO heritage; it was always inhabited until #3 earthquake which devastated the
city. The mud brick adobes therefore appear torbefficient material that can withstand for
centuries except in case of an earthquake. Thisknwesa is due to the fact that the
constructions are not reinforced. Earth constrosticat the level of material, have low
strengtheners resistance, even compacted, excegniént or fiber (generally vegetal) is
added in the paste (Alvarez-Ramirez 2012). In tireathyan range, in order to increase the
seismic behavior people insert wood in construstianeating some isolators and separating
between wall panels which leads to limited theltdédiormation of panels.

In South America, the seismic resistance of adamstcuctions have been studied largely
in Colombia, Chili, Argentina, but overall in Peoy pioneer M. Blondet’s research team. For
example, the last earthquake of 2010 in Chile lestrdyed more than 140000 houses with a
majority constructed in adobe without anti-seismeimforcement. (Fundacién Terram, 2010).
The problems of adobe constructions are causedyriairthe weight of the structure, the low
resistance and its behavior breaking (Blondet, 2003e contemporain studies were
essentially focused on construction amelioratiosigies in avoiding currents construction
errors: height of the house, too large panels witlchain, room disposition, house position in
the relief and also good fabrication of the adolmsklf with right proportion of each
component (Minke 1993, Jimenez 2007, Morales 1@93etera. Large studies have been
done by the university catolica pontifica de Peyuyfears in order to understand the seismic
behavior and structural approaches to strengthevall's corners with plastic network,
metallic on, adding cane bars near the top toesit@hd to repair the dwelling after the event
when possible(Cristafulli 2008). In fact, all coues would tend to replace the dried brick by
the cooked one, more rigid, and more reliable ifrextly used, and the most new
constructions when financially is met is to buildousing and building in “mamposteria
encadenada” that is to say, to constructs reinfa@ecrete column and beams around
mamposterias panels )

Resilience and sustainability of adobe constructions

With sustainability approaches and re-using devalam in Civil engineering (Sieffert
2014), adobe construction is a way to rediscovelotfof recent books and articles on this
subject are actually easily to find (Schroder 2080yton 2010 Seth 2012, Sanchez 2008 )
Note that the pioneer work is the architect MinR8Q0, 2001, 2006) who also have travelled
in Himalayan and Andean countries in order to iaseeand promote the local construction
technic to resist to seism event.

Almost all land mineral clay could be used in comstions (Houben, 2006). At all stages of
its use, it requires very little gray energy. Awile locally, the land requires no
transportation, no processing or expensive coo&mgrgy. Maintenance and repairs are easy.
End of life, the frame is destroyed and the eadh lbe re-used or returned to the soil. Its
ecological footprint close to zero represent a hagysantage over the warmer climate and the
need to reduce energy consumption, as demonstigt&tukla (2009) in the study of a new
construction in India.

Waffer 2010 demonstrated in his studies that adbag significant advantages over
materials industrial. It has the ability to regeléihe air humidity, the stored heat, save energy
consumption, produce virtually no pollution, to b@0% reusable, and preserve the wood and
other materials while absorbing organic pollutantthe indoor air of homes.

In a scenario where natural resources are limttezladobe constructions could be a very
interesting material, not only in developing coiggrbut also in countries Cold America and
Europe (Chel and Tiwari, 2009). Indeed, earth isagh environmentally sustainable and
especially abundant (Binici et al., 2005). The &s$or the future is then to try to study this
type of material and building in the modern contextd needs of security, aesthetic, and take
experience of the previous constructions cultuFes. example, thermal properties are quite
good as for a density of 1600 kg/m3 (2500 kg/m3réxnforced concrete), it gives a thermal
conductivity of 0.81 ((W/m.K)) better than concréie81 (W/m.K)) and a specific warm de
650 (J/Kg.K) in comparison with 850 (J/Kg.K) forramete.
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Numerical modeling of masonry constructions

Numerical modelling of masonry structure is wellndoin finite elements, using some
homogenization technic as MEF with largely numbafrsnterface elements are generally a
challenge in geometry description, parameters atialu and in time calculation (lllampas
2011). In fact, the numerical method to use depeasrighe aims of the calculation, and
homogenization techniques are needed in the FEMahglobal behavior is required for the
study, especially in the elastic domain (Colas 20B8t when some more local process is or
when it is not possible to study globally like imclaes architecture, or in some antic
architecture like column, the FEM method may be pmtinent. Cundall (1971) proposes a
discrete element methods code for some study ofegkoical material (rock slopes with
joints). As fractured rock massif modelling is rsmt far from masonry modelling, pioneers
applications are devotes to Lourenco (1996) anddse(997) as the method could describe
the behavior of every collection of solids intemagttogether. A lot of different vernacular and
more contemporizing construction have been stubliethis way, for example the Pont du
Gard (Chetouane 2004, Kiyono 2006), behavior o$sitaal masonry in cooked earth brick
(Bui 2012) and stone masonry (Mohebkhah 2012). Wiwe after a disaster, and aiming to
re-analysis the FEM calculation of the behaviorao$tructure consisted in general in first
static loading and naturel vibration mode calcolati(ref Peruvian church), in order to
understand the collapse scheme. Some experiméntiés are also modelled in order to get
the parameter needed in the code, and proceedtthemarious exploratory studies. The
common are the simple compression, shear and tep$ithe jointed structure and of a brick
itself. Then more complex tests are modelled aiccgoes and real seismic one on vibrating
table in real or reduced scales.

In fact both numerical method finite element anscite element fail in the representation
of the real structures behaviors as parametersegrep and overall its variability may need a
specific approach that may be sometime rapid (Dawfid2), but with strong hypothesis on
the variability of the parameters (Baroth 2012).

As a resume, the capacity of the vernacular adohstruction to be one of the sustainable
materials of the future is not to demonstrate mbeeing disaster situation, it is generally a
fragile material as special care as not be donmany points: material, but also anarchic
disposition. In fact disaster situation is the k@gsibility of reconstructing with the attention
needed to pursuit the vernacular architectureishgenerally in the zone and better it in order
to gain is sustainability, reliability and increassilience. As only few building codification
and resistance verification exist in the world ttois construction, the way to design this type
of auto construction is always open. In order tplese the possibility, the authors have
performed reduced scale, and real scale tests aongthracterize mechanicals parameters for
furthers exploratory studies over the seismic logdif Caceute (Argentine 1977) of a real
tested structure.

NUMERICAL MODELING WITH 3DEC DEM

Discrete elements modeling rose in the 1970 witkt fapplication to soil and rock
materials. This type of calculation codes consither structure or matter as a collection of
particles in interaction one from each other over ¢ principle of dynamical equations. It
was first developed in 2 dimension with circulartgde due to contact properties to manage.
Large amount of different particles codes exist now3D accepting various shapes of
particles and various problems.

In the case of masonry structures, this type ofecmsdwell adapted as the bricks are
considered as a particle, and the joint may benasdlby the contact behavior laws chosen.
The contact law is the key parameter when thegbestiare considered as rigid solid.

The law may be very simple as elastic one for exaymgeding only 2 parameters assumed
to be the rigidity in normal contact and in tanggntontact. More complex one’s may
integrate some contact laws cut in shear or tensutth or without frictions, as plastic ones
with the needed parameters to fulfill.
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In the case of adobe structures modeling, thegbarthay be rigid and the damage will
concentrate only on the joints or elastic-plastiotider to consider the possible damage of the
brick itself.

The chosen code to verify the DEM ability to modekh construction is Itasca’s one
3DEC (ltasca 2011). In the context of future prefesal work and teaching modelling, the
code gives the tutorial support needed and allows af other possibility such as thermal
behavior, rebar’s inclusion, and seismic calcufatibot of literature exist on the discrete
element method (Cundall 1971, Donze 2009)

Ability of the DEM code to reproduce the behavior

In the discrete element model of a adobe or brazistruction some mechanical parameters
are needed. The brick one’s are: density, rigidiiymal and tangential, and if needed by the
behavior choice: elastic brick or rigid one youmgl &oisson modulus. The numerical values
of the parameters may be defined according to @xpats and literature if not know (table 1)

And the joint may be as for the bricks, rigidityrm@al and tangential, and if needed by the
behavior choice: elastic brick or rigid one youngdaPoisson modulus, and friction
coefficient.

A simple shear test of an earth joint between temmercial adobe bricks of dimension
24cm*12.5cm*7.5cm was modelled in order to repradtite experimental shear resistance
obtained of 172 daN that is approximately 0.57 MRaurrent range values for this type of
material (de Almeida 2012, Mile 1980).

load (kN)
| =

75

5 7\
/

45

il I

Al 4

-0 0.01 m
displacement

Fig 2: a) experimental vertical stress/strain curveb) Shear test by 45° compression of the
adobe assembly . ¢) End of the test

The load displacement curve is represented indida, that lead to a wall shear strength
value of approximately 0.9 MPa, not too far frone thingle brick one. The shear test was
reproduced using the parameters in the table 1

The figure 3 presents both the experimental andntimerical wall. It shows that the
displacement are in the same range even if nottlgxsmme due to choice of the numerical
collapse time. Moreover, the numerical verticaldiog curve gives a similar value of the
collapse vertical force that has been applied éowhll sample (7.8kN for the experimental
one and 8kN for the numerical one.
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Table 1: Mechanical parameter of the simulation

Mechanical properties range
Density of Adobe 1800 kg/m3
Bulk modulus 64 MPa
Shear Modulus 48 MPa5
Joint Normal Rigidity 220 GigaN
Joint Tangential Rigidity 32 GigaN
Joint Shear Rupture 5.6 MPa
Joint Tension Rupture 0.49 MPa
Joint Dilation Angle 0

Joint Friction angle 25°

displacement max 5.5 cm
displacement max 7.5 cm i

Load KN -~ P ¥

8 kN:
o /

0 40 mm

vertical displacement

Fig.3: numerical wall displacements by 3DEC with masured one afterimage analysis by
TRACER (Combe & Richefeu 2013) and force/displacenmt numerical curve at the
collapse.

Vibrating table test modeling

Dynamic tests of a 1:2 scale model built with adolere made(Fig 4a). For this test the
shaking table of Earthquake Research Institutehef National University of San Juan,
Argentina, was used.This table is essentially aamaatform of 2.90m by 2.10m of side,
connected to the foundation by two vertical plabiesrticulated .The capacity table is 10t and
can reach for this mass an horizontal acceleraifod.50 g . The horizontal acceleration is
achieved by a double acting hydraulic actuator ihetides a system of closed loop control
.The model has a height of 1.45m by 2.00m of sade, has two side openings. The dynamic
test is divided into two stages. First, the pemddibration of the structure is located. Then,
for this period, dynamic tests were performed ussmge waves with gradual increases

acceleration.
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c) Amplitude influence in A
0.?5 m = 0.35g

- = 04g
Y 3 dlsplaTement 10Hz

Numerical time

5Hz 0.4g 10Hz 0.2g

d
10Hz 0.35g ) 10Hz 0.4g
- -

Fig.4 : a) the Adobe House, b) final state of a thend of the 3 serial tests ¢) Amplitude
influence on joints displacements from the numeridasimulation d) Displacement scheme
at the same step, for the numerical simulation test from left to right the maximum
amplitude of displacement of the brick is 7.6 cm(5&-0.4g) ;11,3 cm(10Hz-0.35q) ;
15cm(10Hz-0.4g) 6¢cm (10hz-0.29);

Figure 4b shows the final state of the model afterapplication of a dynamic movement
with a horizontal acceleration of 0.40g and a fesgpy of 5Hz. The entire experimental tests
were tried in the numerical model but without theewoing windows and doors in a first
intention (fig 4d). The influence of the frequensywell demonstrated by the comparison of
the 2 first left schemes. The amplitude influerceasy to see on the 2 right ones. The down
curves show influences of amplitude acceleratior(ffequency 10Hz) on the top point of the
out of plane wall (Fig 4c).

Other numerical simulations of small scale expentaktests (not presented here) where
done in order to validate the ability of reprodgrimatural frequency of the construction in the
aim of proposing a calibration methodology of themerical parameters. In fact, some
nondestructive characterization technique of baogdhealth are using a natural frequency
characterization by ambient noise and the challeafjecharacterizing the mechanical
characteristic of some modeling parameters may dree by this way in elastic behavior
(Montella 2013, Miggliaccio 2013).

Rather few results are presented here, and itdhbs tompleted and exploited with more
rigorous developments in order to compare with mesments of the preliminary numerical
tests, but the possibilities are interesting ineorid do large influence parameters campaigns
in the future, when complete calibrations of theneucal parameters is done.

CONCLUSION

The aim of this paper is to present some modeliatymay be used in the future for earth
construction modeling. As this vernacular type ohstruction largely used from centuries,
may be one of the future, regarding to the greahiathge it presents in the sustainability way
of re-using, law impact Carbone, and raw mateaatsiding such as large amount of sand as
in the concrete construction. In fact, as the ngdodes for adobe construction exist only in
few countries, it may be a challenge to enlargéetti@se code to European country in order to
define new design construction codes that woulohathis type of sustainable constructions.
In the case of the present study, other simulatlemse been done but not presented as the
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characterization of the existing construction maydbne by natural frequency measuring. In
fact, the development for the future is in termnoéchanical parameters characterization by
numerical optimization on the discrete element &atnans. Moreover, it will be possible to
have adequate procedure in order to describe dibgitode as it exist for concrete structure
and enchained masonry ones.
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